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Analysis of two~unit parallel redundant system - A review”

N. Ravichandran®

Abstract

Eversince Gaver (1963) made an attempi to analyse a
two unit parallel redundant system, several attempts have
been made by many applied probabiliats, engineers to analyss
two-unit parallel redundant systems. While various
authors have analysad systems  with different assumpﬁions
on the failure and repair time distribution of the units,
the scolution to the case where both the failure and répair
time distributions are arbitrary does not seem to be easy.
In thig articie a systematic review of the methods that are
available to soive the above mentioned system is made. Also,
it explains why this particular case is not solvable by the
methods like Semi AMarkov Process and regenérative process
etc. Finally, it provides expressions for the measures like
reliability, mean time to system failure, and availability

for the most general soluable case.,

-

‘Produation &.(Qmantitative Methods Area, Indian Institute of
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Introduction:

There are two basic configurations in the désign of
redundant repairable systems. One is the series structure
and the other is the parallel structure. A series struow
ture is 'characterised by the property thét the overall
system fails as and whan a unit in the system fails. & |
paralliel structure is characterised by the property that
the overall system fails only when all the units in the
system fail. In view of their importance, mathematical
modelling of series and parallel structures in the context

-of redundant systems has been the objective of study by
many probabilists, engineers etc. as can be evidenced by

a large number of technical papers that have been published
by various national and international journals. Por a

bibliography of the work done so far, see [ 9] .

The object of this contribution is to unify the attempts
that have been made by many authors in analysing redun-
dant systems with parallel configuration. This paper,
starts with a simple and clear description of a redundant
system with parallel structure, identifies the key factors
in the system, defines various measures of interest in the
analysis of such kind of systems, integrates the methods
that areﬂavéilaiie/or made in analysing these systeﬁs and
outlines the dif%iculties in adalysind the most general

problem in terms of the input parameters.
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A parallel structure in the context of redundant systans
can be completely specified by the number of unilts in the
syatem, the failure and repalr (if any} patterns of the unite,
the number of repair facilities that ars available In the
system as 2 whole, and the order In which the vepalr is entex-

o
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tained. Normelly, the fallure and repair duraticns of
wiics ave taken to be random variablas with specified proba-
bility distributions and this enables the analyser o identvdly
the time dependent behavior of a speciific ﬁyatem undar oocnsi-
_deration with a gtochastic process. The complexity and the
hehaviour of the induced stochastic proucess is a Tunction of
the assumptions on the randow variables in the syztem,
pepending on the actusl distributicns of the random variables
representing fallure and repair patiterns, Markov Procass,

[P} , Semi Markov Process [ SMP] , Regenerative Process|RY)
and Stochastic Point Process[SP! were used by many individuals
to study these redundant systems. To be precise the next

section describes the system we are analysing in this articis.

2. Problem Formulation:
{a} Description of the system
‘ 1. The system has two~units connected in parallel.
2. Any un}ﬁ performs the system function satisfactorily.

3, vwhen %Gth the units are down the system is down.



4., There is a single repair facility to repair the
failed units.

5. The repair policy is FIFO.

6. Each unit is 'new' after repair.

7. Switch is perfect with instantaneous switch over.
8. At time t = o, both the units are up.

$. The units are statistically independent.
(b) Quantities of interest

We describe in this sub~secticn some of the operating
characteristics of the above described system which are

atterpted in any analysis of such systenms.

}. Reliability, R(t): Probability that the system is
| operable in (0, t). If X
denotes the random variable
representing the time to system
failure with a given initial
condition then
R{t) = Pr{X>t} .

-]

2., Mean time to system failure, MTSF : E[X] = 10 Rt} dt.

3. Availability, A(t) : Probability that the system is
available at time t, with some

i} specified initial condition.



(c)

4. Stationary availability, é : B = lim A(t).
t + =

5. Interval reliability, R(t, 1) : Probability that
the system igs up
at time t and is
operable in (t, t+71}
6. Stationary Interval Reliability: R{r}: Ri1)=1lim R{t,r}
. . t“}w
Remark:

Reliability is an interval function and availability

is a point function. Also A(t) = R(t,0) and R{t)=R(0,7).

Transition diagram:

To study the behaviour of the system a clear cut
description of the state of the system at any time is
needed. We define the state of the system as, (x(t),y{t))
an ordered pair where x(t) - represents the state of
unit 1 and y(t) represents the state of unit 2. We use

the following symbols for x{t) and y(t).

0 ~ operable ; r ~ repairable ; gr -~ queueing for repair

Thus a description of the form (0, r) will imply that

unit 1 is operating and unit 2 is under repair and because

of the parallel configuration, the system as a whole is

functioning.

Figure 1 'depicts the one step transition diagram of

the syétem.
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Figure ! : One-step transition diagram

The above description of the state space of the systen
allows us to identify the behaviour of the system with
a stochastic process as follows: Let X(t) represent the
state of the gystem at any time t, then at any specified
time point X{t)} ¢ { {(G,r) ;5 (x,0); (G,b) ; {gr.r); {x, gxr}},
and hencé a random variable with discrete value. Thus,

{X(t), £ > 0} is a general stochastic point process [13].

(d)Notation

We use the following notation in our analysis.



fi(t} Igiit)l - pdf of life (repair) time of unit i,
1=1,2
£* (8) - Laplace transformation of f£{t);

- often denoted as f(s}.

* Convolution symbol
£, .
Eg: £(t) * g{t) = /;£(u) g(tru} du.

f(n) (t) - n - fold convolution of £(t) in the interval

(0,t) with itself.

Eq. £2)(e) = £(t)*2(t)

. + -
F(t) = I f(ujdu ; F(t) = 1-P(t)

3. Previous work:
This section describes briefly scome of the important
works in the analysis of two-unit parallel redundant

system made in the literature so far.

Author (8) Agsumptions on Quantities Method of
distributions obtained analysis
Failure 'Reépair
1.DiP.Gaver - Exp. General  MTSF, 8 SVT*
{1963) '
2.Kodama and = Erlang General MTSF sVT

Deguchi (1974)



3.D0.G.Linton Erlang General Unit ; MTSF sy

{1976) General Erland Unit

4.M.F,Neuts and@ Phase Phase MTEF,E MP
K.S.Meier type type
(1989)

5.R.Subramanian General General Unit 1 A(t),MTSF
and Erlang General Unit 2 B RSP
N.Ravichandran
(1979;

6,R,S5ubramanian General General Unit I R(t,7) RSP
and Exp. General Unit 2 eT ?
N.Ravichandran
{1980)

7.N.Ravichandran Erlang replaced by r{t), RSP
(1981) phase in (5) . MTSF

A{t),8

8.M. Oheshi and General General R(t), SVT
T. Nishida MTSF
(1980) (attempted)

9.R.Subramanian General General R(t), sSVT
and ‘ Alt)
N.Ravichandran :
(1980)

* Supplementary Variable Technique

Cther related works on parallel redundant systems
can be had from the bibliography of Osaki and
Nakagawa (1976). It is however interesting to note
that in all the works 6nly the Laplace transforms

*

]pf-ﬁhe{reliabiiity and availability of the system have



been obtained except 4 and 6, ‘Thus the most general
system that has been attempted so far is the system
considered in 8 and 9. In the next few sections of
this paper we unify the treatment made by many of the
contributions with special rxeference to the attributes
of the stochastic process {X{t), t > 0} considered

in the earlier section.

Markovian Models:
Comsider the simple case of constant failure and repair

rates for the units. More precisely let fi(t}=xiéxit

and gi(t} = pje™;t  pegignate the various possible
stétes of the process as follows:

0 - (0,0); 1 - (0,x} 3 2 - (x,0); 3 - (x,qr); 4 - {(gr.x}.
Thus {X(t), t > 0} as defined earlier is a stochastic
process on {0; i, 2, 3, 4}. Define pij(t) = Pr{X(t)

= j|%(0) = i}, i, § =0, 1, 2, 3, 4 also set Pj(t)=Poj(t).
Then by using the fact that X(t) is a Markov process,

we obtain the following differential equations satisfied

by P _(t)'s.
3

B - -
0(t} (A1+ 12 ) PG(t) + uzp1(t) + ple(t)

'i"tix‘\ :
1( } (A1+ ¥, ) Plitl + AzPO(t) + ulPs(t)

! 3
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i Y = - y ”
szt, (l2+ Ll) P.{t) + Alpﬂ(t) + ude(t)

2

b3(t) = - uIPS(t) + AZPZ(t)

P (t) = - ¢ P (£} + A P (t
4(} nxgd(K 14()

with P, (0) = 6,0 = 1L if i = )

= { otherwiss

The solution of the above system of equations can
be in principle, obtained by finding the spectral
representation of the co~efficient matrix, or by using
any of the numerical methods that are availablelto
inéegrat@ these kind of simple differential equations.
Of special interest is the stationary distribution of
X{(t); which we present here corresponding to the case

A, =i oand p = .
3.':.'.:'. I-tl H

et = = lim P_(t), we have after resetting
i

i opew

0-(0,0)5 {(£/0)) = 1 ana (el - 2
"=
AR



The stationary distribution of R(t}, corresponding
to distinct A;'s and u,;'s are available in Neuts and

Meiser [B] as a speclal case.

It is clear that the. availability of the system
conditioned by X{0}) = § at the time origin denoted as

AG{t) is given by

#

Ao(tl Pd(t) + Pl(t}‘ and

B w0+ w3 {t)

?he reliability of the system can be studied by
exactly a similar procedure, by restricting the move-
ments to those states which corresponds to a system
failure. Por this purpose it is useful to define,

qj(t} = PriX{t) = j, No system down in(0,t}|X(0)=0}4¢{1,2,3}

The qj{ti’s satisfy the Chapﬁan -~ Kolmogorov equations

and the MTSPF is given by

MTSF = Ao+ uy)
7\2}114*}\2 (_?;l'i“ A2§

Settin = =
g Ai A and P
MPSF = __ Aty
T (ukRa)
¢ f
H



The msasures interval reliability and stationary
interval reliability can be obtained by using the

following relations.

R {tyt) =L P _{(t) R_ {1}
i i
leup staies

STIR = lim R{t,7) =i B {1}
i i

Lo .
icup states

It is possible to extend the analysis to the ease
where the failure and repair durations are Erlang
distributions. 1In this case as it is well known, it
is possible to suitably redefine the gtate space of
the stochastic process {X(t), t»0} so that X(t) is
Markovian. Then the entire procedure cutlined earlier
works and all the operating characteristics can be

obtained.

It is also possible to do the same kind of analysis,
even when the failure and repair durations are far more
general., viz..of phase type, introduced by Neuts [7].
The introduction of phase type distribution is as
follows: An Erlang distribution can be conceived as
a Markov ¢hain with only forward movement whenever
there ié é{tranaition. aT}zus by parkov chain theory

4

this Markov chain stays in a state for a random time whose



distributiﬂn iz negative exponential. With this
gnderstanding Erlang distribution can be viewed as
the distribution of the random vsriable raspresenting
the time tili absorption in to a stats ip a continucus
time paramcter Markov chain. if we relax the asswvmp-
tion cf forward movement of the underlying Markov
chain and consider the random vaxiable representing
the time till absorption in a particolar state we
get, what is kmown as a phase type random variable.
For, further properties and definitions see i7l. The
advantage of this ciass of distributions is that it
has ail the operational properties of Erlang, and
hence the resulting process is HMarkov, which makes a
detailed analysis of the system feasible as demonstrated
-in [8].

To summarise, what has been said in this section,
the following few steps can pe followed to obtain
the operating characteristiss of a system when the
failure and repalr time durations are all random
varisbie of either exponential or Erlangian or phase
type. The following procedure doeg not change even
when the nuiber of units in the system is large say

1(>2).
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i. Describe the state gpace of the stochapiic Pprocess
‘and identify the possible transitiomsanond various
states.

2 .Check whether the process is Markowvian. If not make
a suitable modificaticn in the state descripticn
of the process so that the resulting process is
always Markovian,

3.Write down the generator for this Markov process.

4.Using the forxrward or backward Koimogorov equations
the set of differential equations necessary to deter~
mine the distribution of X{t) for any t can be
wriﬁten. Choose an appropriate numerical method to
get the actual result., Now, the availability of
the system can be calculated,

5.The stationary availability of the system can be
obtained by solving a system of simultanecus
equations resulting from step 4. An efficient
procedure to solve them can be developed as has been
demonstrated by Neuts [8].

6.Block certain states which correspond to system

down and go through steps 4 and 5 to cbtain the

reliability and MTSF.



Hon-Markovian Modala:s

This section will de<cribe certoain models whish
does not resplit a Markovian stochasiic process, still
amenabis for solotion. OF sovyse, tne complexity of
the sitochastic processi¥it), €:0: will derend on how
much of genevality we would like o have on the
failure and repaiyr tine distribntizons.  We now congider
the svetem whers

-

At . .
fi{t} = e and g (t} is arbitrary, i = 1, 2

Te analyse the system we start by defining the
following evenis.

Eo - Both the units arse up

El - One unit Just down and the other unit up

let Ai{t} ~ denote the availability of the system condi-
tioned by an Ei event, i = 0, .1.

The quantities Ai{t) satisfy the following eguations.

) A
- o-2AL

A (&) + 2a3°ht & A {t) and

Ajle) = G) e % qgee) &M v A (e



On solving

. .
Ats) = Mo+ 20G (8+r) ‘
< (e + 22) M-2ag{s+)}

where M = l.gls) + gi{s +1 }

gir} + 2
2AEfgl +

and 8 = Vj,im s A (8} =
G0

Remérks:

1. The above result was ohtained by Gaver {1963) |
by a rather involved analysis by using the supplenmntary
variable technigue.

2, On setting g{)\} w_x*%g*'. we get the results

obtained in the previous section.

It is worth while to ohserve more cliogely the
stochastic process{ %{t) t>0} , It iz interesting to
note that a physical meaning can be attributed to X{t)
for any time t, Actually X(t) represents the numbey
of failed units in the system at any time t and X{t)
takes values on{ 0, 1, 2} . The next question we would
like to answer is about the characteristics of {X{t),t>01},
Obviocusly X{t) is not & Markov process vecause of the
assumption of non-constant repair raves of the units.
Let us examine whether it is a Semi Markov process
Fok thig ‘plrpose congider

f
B - Lim! (K(E) = 4 = X{t=a },,
A0 N



The events Ei represent the entry to state &, and the
P8 will be SMP Af all such entries
viz. the B, events are regenerative [13]., Unfortunately,

B is acn~regensrative and henco this process is et a 5¢D
However, 1if ong ig interssted in the resiricisd
behaviour of X{t)} for the reliability analysis then

{¥(t} t = 0} is a BMP.

Scme useful results:

Before proceeding with the operating characteristics
of some more complicated systems, we digress in this
section a little to study the behaviour of one of the
units when the other unit is continucusly operating.
let £(.} {(g{.}) be the pdf of the failure and repair
tiree durations of this unit. It is clear that, in a
failure time interval of one uniﬁ;the behaviour of
the other unit which we are interasted in studying,
is an altexnating renewal process [3] and the quantities
of interest are the following functions: Let 8(t) denote
the gtate of the unit at any time t. Them (35({t), t > 0}
is an alternating renewal process.

Pyy {t} =Pr {(s{t) = 3 { S(0) = i %+ s(C~}) i, j =0, x
We ‘have > *

.
* :

Py, (t) = Fie)y + n(t)*i?";g)

Iy
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£3e T

Pl = glel*p {0

Pepit) = Bl + ggby*F (k)

where

kit = E g*(t}’“f’{(t}i‘fn?
o

1

Often what ig nesd in the analysisc of Lhe gystems we
are discussing in this paper, 15 the tine spent in a
particular state at an arbitrary Lime point. These
situations are taken care of by means of ths functions
defineé below.
P {t, ®»}dx = Pr {8(t)} = r, time spent in the stats

z during its last visit to

this state lias in _
{x, % + dx)} ! 8{0)=d= &(0~11}

and these functions are given by
Pop(t, X) = £{t-x) G(x} + [h (t~x) * £{t-x3] Gix)

Fieye (tex) + n {(t-x} Gix)

i

Prr{t, x)

These resuits are extensively used in the analysis

of various kinds of redundant systems, see [11].

A General System:

Consider the system with the following specific form

of thé'fallure and repair pdf's.

At ! ' o T
A3 0 g, (e) =y el

’

’ b
£, (€} general, f,(t} =k d



systam can b2 obtained by using the following vegenervatd

-

SVPETLE .

gvent symboi Mnii 1 Unit %

Eam Just up HE

Era Just down U

E@r Just up Just down

E Pueueing lor Undayr repair
Qe © rapaly

[

The availability ecuations conditioned hy the ablve
avents are given below:

Bgplt) = Fylry + [£5 (%) B tr)] * AL (¥)

N o V% {4
+ {&y (1) Lor(t\) A (E]

The derivation of the above equation is as follows:
The system could be avallable at time t by either
of the following twe nuzually @xclusive and axbhauskive

cases.

{i} There ir n¢ failure in {0, t).

{ii} There is a falilure in {u, o + du}, 6 <t and when
enit 1 fails the other unit i3 elither avaliable

ot Lg under repair.

[

R )



py similar arguments

&) W€ . *® f43
Aqrr\ta ‘-}2{?} Ar.. {r)

A fe) w oty o+ (£ 0ty P (YD * Ak} ¥ £oap  {L)iER
Qr{ } L IR . rot porl i or 2

The solution of these eguations in terms of the Laplace
syansformation of the availability is postponed tiil
the end of this section, as is the case with the deter~-

mination of stationary availability.

mhe reliability of the system is haracterised by
the following set of equations and ig cbtained by
supressing the transitions to failurefinducinq (for
the system} states. Thus the zet of eguations are
given by '

R o (%)

H

Fl{t + {fl(t} Pooﬂt}} * chit)

" y “it -t
R (&) = ul(t} & + [gl{t) @ 1 Row(t)

On solving

, w {1 _
Bty = a{ty + & f P)ey % o lE)

-

grr



whare o{t)

and

alsoe MIEF

wich G. (A}

At

..,.... i S A i) T % 9 ":':' { -
Foley +« I im xagit;! * Gyt e

Fit) = (5. {8} B (&)1 * (g, (%) e *®)
i Lols] B
fr23
EIFT o+ 8 (a7 {uy ¢ Ly at
o [} b Ch}

it

R e s -t e i e £ e A

AT o ey b ey dt
. o A Felel

i~ 9y

i Y
O b
¢TNE (6] Ap m e

Ao i L

it

S

1

; Vi
1 i

11

(L4}
—
;sf
S

i

Noce:

P

1‘«.

The expression for MTSF obtained here is true
even when gli.} is non-exponential and with this
modification the system considered here becomes

a special case of lLinton (1376},

However, when one tries to obtain the availability
measure for the model, with non-constant repair
rates, the eguations mentioned carlier need some
changes and rhese are indicated helow:

For example Aag(t) wi.ll get changed to

Bpoft) = FLUE) + §£1(8) By (t)1% A (k)
% t ! a
+ [i £ (u) ad:; P (u,n) g {t~utx)dx] * A
2 1 o or 2 ro
S, (x)

{t)



gimilar modificationg in the otheyr edquations are
necensary because ~f the noen-exponential repalr

ime duration of unit 2.

Thus Lo consolidate, when w? woantt L0 CONgiaer system

Aistributions,

with more general faliure and vepal

X

not ohtained as

¥

the availabkility and reliabdlity ame

1

simple expressions,. rather, we get a system of equations

governing thoss measures.

Tc be more precigs the equations governing the

availabiiity and rellability of the system are given by:

Ti
hx! ] £~ ," N s . * N "‘. ,' = j P 3
By(e) = agit) + % Vs (8D * AL, L=1,2 n
and nl
-.3?-._ (t) R \J. ‘,t) + }: u: .{ts * E{!(t;’l’ i = l’ 2 LI nl
i hJ j=1 *) 3
n *
where o, (&) and vw(t) are constant terms and & v, . (0} = 1
i i al 1]
* , N
and = v, {0} # 1.
j A3

The Laplace tiransform of availability and reliability
can be obtgined by transforming the above system of
integral efjuations into a set of simultaneous equations

- '
and solving them. Also, the stationary availability g,

<2



can he pruved to be independent of the initial condition

43
I LI
g = o XA 1A
e P i e
Eowo 4L v, )
ST ¥ 4 i
%
where o, = . {0}
1 b

and_nij ig the cofectosr of the (i,3)th element of the
co~afficient matrix C ohtained after seeking s = 0 in
the systen of equatimnsggverming the availability of
the system. The resuifing system of squations can be
transformed to the form CA = « where C is ann x n

matrix, A is n x 1 and ¢ is n x 1.

The MYTSF is obtained by simply solving the resulting
simuitanecus equations ohtained after setting s= 0,
in the transformed form of the integral equations governing

the reliability of the systzm,

Next, we obsarve that the above frame work is
applicabie +o all those systems where exponential distri~

bution is'replaced by Erlang or phase type as demonstrated
LI !

{3



in [14) and 2] respectively. Iantarsstingly the
above mothod i3 based op the regenervative stovhastic
process approach and ig compavitivaly easy than the

-

analysis »wade by Linton (1976} [or a less -encral

i general wmethodologys

By now we have dlosoussed ecaveral models arising cut
of different agsumptions on the failure and repair time
durations of the unics, At ¢
Lo explore the gquesticon why soms of these models are
solvable and why some of them ave not? Eventhough,
a clear and characteristic answer to the above guastion
will depend on the actual assumptions on several other
details of the model one may choose £o assume, the

foliowing broad conclusion way be arrived at.

Let {X{¢}, € > 01 be s convenient stechastic
process descoribing the dynawic behaviour of the system.
For example, X(t) - may represent the number of units
that are failed at any time t© - or X(t) may correspond
to the state space as defined iy the eariier section.
Also one may define ssveral events zssueliated with each
specific definition of the stochzstic process X {(f}).

.
To illustrite the various eventes that can be defined
N :



for a specific process X(t). consider: E, - Entry to

state 1.

In general the Ei‘s thus defined form a stochastic
point process [13}. Often the process can be gstudied
by expleiting some of the special evenits Ej. To be
more exact, if there exists an event Ej such that when-
ever o, ocours the process is conditionally independent,
or eguivalently with respect to the events Ej's the

process is a regenerative stochastic process, (l, 2l,

then the following general analysis is possible,

iet fj(t) ~ denote the pdf of the time interval
between successive Ej's. Assume, that it is possible
to determine fj(t) in terms of the failure and repair
time durations. Then the analysis of any general
quantity of interest is as follows: Obtain the
quantity of intarest within a cycle (is defined as
the time intexval between two successive Ej events),

and use renewal theoretic arguments [3] to obtain the

guantity of interest for any time point t.

We elobrate on this for the case of reliability and

interval reliability. ILet Rj(t) and Rj{t,x) be these

énahé%tiq& respectively conditicned by an E; event.



Then, we have

{n1) ‘
£. (Y * R (%)

g

i

- gl

it

1

where R {t) = Pr { System uvp in {4,y No Ei avent in(ﬁ,t)iﬁiat =0’

) ol {1"&}
R {e, 13 = B (b 47 ) + 5 I f (1) R (& +t = u) du
3 o =k G ] 3
The abuve method of analysis has been denonstrated
for the came of exponential failure for one unit and

general failure for the other unit, with arbitrary

repair rates in {151,

It ma? appear that the above approach is practically
applicable to all systems since for any system with singie
repair facility and with some moderate other assumptions,
the system recovery points are aiways ragenerativé.
However, in practice this is not true, "and that is
the reason till today there ig not a compact solution
for the general case. The real problewm is to be obtain
the distribution of the random variable representing the
cycle length. Thaz does not seew'to befeasible in the
general case.’

Recently, a general approach to gclve this problem, by
esseétiéilytééing sﬁpplementary variables is given in

[18]. However, thé mpproach saugested in [16], is



nct suitable for any numerical sclution. Recently Chashi
and Nishide {10] have attempted tc solve the general problem
for the case of system reliability. Hewever, thelr analysis
is also not complete in the sense for the end results

they need some spacific forms of £{.)} and yg{.}.
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