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DETERMINISTIC AtD faNDOM SINGLE MACHINE SEQUENCING
WITH VARIANCE MINIMIZATION
Vina Vani
M,G. Science Institute, Ahmedabad’
and

_ _ M. Raghavachari
Indian Institute of Management, Ahmedabad

In this paper, we discuss the problém of ordering
n jobs on a single machine. The objective is to minimize
the variance of the conmpletion times of the jobs. The
provlem of nminimizing the variance of completion times or
such similar measures has been studied by researchers,
- Mertén and Maller [5], Schrage [6], &ilon and Chowdhary
[2] and Kanet [3, 4].

into
The paper is divided .. /two parts. Part I contains

the problem of minimigzing variance when processing times of
Jobs are deterministically known. In Part II, we discuss
scheduling of jobs when vrocessing times are random variables
with lmown probability distributions. We use the following

notations

'ﬁ 3 number of jobs to e scheduled,
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Py ¢ processing time of job at position i, in the given
seqﬁence.
o S : s )
p(i) : argest processing time of jobs.
Wy : waiting time for the job at i'® position in a given
sequence, We have
Wi =Pt Ppt e +pi_1, 12 1l saees Do
C; + Completion time of the job at i°P position in &
glven sequence. We have
ci= P1+P2+.....+ pi, i= ls essasell

= Wi+pi

Note that Wi and C; depend on the sequence of n jobs.

Asgumptions:
1., Machine is continuously available for assignment.
2., FPreemption is not allowed,

3. All jobs are available at the same time.

With the notations mentioned - above, the varilance

between the completion times 1s given by

v = %g . - T)° (1)

’ n
where C = ( = C;) / n. We have from definition of Cj,
i=1 ,

n n«=31+1
= X

= (2)
i=1 n

Py
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Following Schrage [6]1, (1) can be written as

n : : -
_ - s 1 2 n-1 i n
nv = 3 ABslRS) 202 5Ty, 3  (=3+dpy (3)

i=1 i=1 j=i+

Given the processing times of the jobs, the problem
is to schedule the jobs so that V is minimim, If the process—
ing times are random variables with known distributions,
then the jobs are to be scheduled so that E{(V) is minimum,

where E stands for expection.

Merten and Muller [5] showed that, variance of completion

times for the sequence

R ¢ pl’ pz, sssnee n_l, pn
is the same as the variance of completion times of the sequence
R* : pl, pn? pn_1, [T EEEREEREENERN N ] pz.

Schrage [5] proved that the job with the largest process-
ing time is at the first position in optimal sequence,

Schrage obtained the optimal sequence upto n = 5 jobs and

gave a conjecture of the optimal sequence for general n as

Pr1yr P(3)? Py)r zevevecccees 2, P(2)"

Part of this conjecture, involving the positioning P(l4) was

proved to be untrue by Kenet [3]. He showed through an



thg
example that P(yy czn be at (n - 1) position.

Eilon and Chowdhary [2] proved that on optimal-sequence is
V-shaped and proposed o« few heuristic procedures for obtaine
ing sequence for general n. Xewnet [3] proposed a heuristic

procedure of minimizing

n n 5
TeDC = X bX (Ci -C.)
i=1 j=1 J
which was shown to be equivalent to minimizing variance of

cbmpletion times.

PART-T

Deterministic Case

In this part, we show that for n £ 18 jobs, there exists
Job with _
an optimal solution in which thqﬁthird largest processing time
is always at the second position. Using the techniques of
partitioning of variance, we obtéin a general formila for the
change in variance due to the interchange of two jobs whose
positions have not been fixed in the sequence. Using the
above result, eptimal seduences are obtained for n = ¢ and
n = 7 jobs. A heuristic procedure is given for n jobs. &his

method 1is compared with the methods given by Eilon and

Chowdhary [2] and Kanet [3].
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Variance Partition:

We partition the variance as variance of completion
times for fixed positions ang Variance of completion times
for non-fixed positions. To obtain the formla of parti-
tioned variance we use the wellknown formula of pooled
variance, Since optimal sequenée is V-shaped, we start fix-
ing the positions at the end points of V. Suppose the

first k and last q positions are fixed, the positions of

the sequence is shown as

mﬁ.sm@ans that 1,2,...-3 kg I, n—lg enas n"q+l pOSitiOnS

afe fixed, Thus the values of completion times in two groups

are

Group I: Known Values

cl} Cz, [ A ckg Cng s sass e Cn_qi

Group II: Unknown Values
Ck_'_l, LA L B L I I B O O NN A N N cn._q_l

In the first group there are k+g+l =umﬂﬁerms and in group II

n-m terms, Iet



.é-l - Ul +lll0+ck + ‘n_q T aes *+ Cn
' m
k+l n-g=-1 n
— -3+ q -
y W ; 1 b + .ELi 1 + 5 a~i+l Dy (4)
i=1 i-—K_‘-}-z i=n-gq n
52 :. Ck‘l';__t TevemEN S + cn -ﬂl
n-m
m*1 n-g-1 .
- N o= Q = 3
21 e Bmom T4 (5
E - cl bl 02 + sseay + cn

n

n ¢, + (n-m)
- L = (6)

n

et S?_ and. Sg be the wvariancew of the first and second group
respectively. Then the we1 linown formila for pooled variance

of two groups is given as

2

H

nvy

-

ms‘?‘L +(n-—m)S§ 410 (’61 )Y +{p-m) © -T)

msl + (n-m) bg * _m_(_n_-g)_ ( Cl - Cp_) {(7)

i)

In the above sxpression, S?_ is a known quan tity, S% is un~

known and does not involve Dyyqe and Prig® From (&) and (5),

( El ~ C5) can be simplified as



17

(n-m}q - Y,

"

C1 -0y (8)

m(nemn)

wWhere n

n
¢ = I (n-i+l)p; - = (i-l)pi -
imn-q i=1 |

and 9)

n-q-1 (
Y = 2 kn - im + m)p,
T =2 i

Thus (7) can be written as

. 2
(N=m)Q ~ Y
nv = msi +Cnmm)S§*f[ nmq n

10
nm(n-m) (10)

As mentioned above, the first k and the last q posi-

| tions are fixed, To fix the position (k+1) or (n-q), we
need to know the change in variance due to Interchange of
jobs (k+1l) and (n-g). In the following theorem we find the
change in the variance due to the interchange of Jobs (k+1)

and (n-q} when the first k and the last q positions are

fixed.

Theorem 1: Tet V be the variance of . completion times for

the sequence R @ P15 Pos eves Dy Iet V* be the variance

when P+ ? pn_q are interchanged in sequence R, Then
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L Prap1-F
A= p(V-y® = &L N0 1oy 5 (nom) T+ (nem) (k=g e +
N (27 y~2 (n-m) T+ (n-m} (k=q »1) (py, ¢ pn_q)]
(11)
where Y is given by (9) and
n i
T= I (o-i+l)p; - & (1-Lp; (12)
i=n-q+1 i=1

Prooft The proof is given in the appendix.

. From Schrage [6], the job with the largest processing

time 1s placed at first position 1i.e. P(1) = Pg- By a
.result of Merten and Maller (5], there exists an optimal
sequence in which.p<2J is at the last position. Because of
the V-shaped proverty of optimal sequence, the job with

P(yy can be either at second position or at (n-1)*B posi-
“tion, Schrage conjsctured that it is at the second position.

We prove below that it is true for n £ 18 jobs. We could not

establish the result or prove otherwise for n > 18,

Thecrem 2: For n < 13 jobé, the job with third largest

processing time will be at the second'position.

Proof: The proof of the theorem 2 is given in appendix,

Using (11), we determine the optimal sequences for

n=6gandn-= 7.

Theorem 33 For n = & jobs the optimal sequence 1s
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P(137 P(3)7 (W) P(5)r Pe)r P(2) oF

P(l): P(3)3‘P(4)9 p(6)9 p(5), p(2) according as

6 <
oy P TPy T 3ray 5 3P(ay *R(-

Proofs By Schrage [6],'Merten and Muller [5] and
Theorem (2) we start with the scquence

Pryys p(3), 22 .2 B(oye

Now using the result (11), we examine the possible
interchange of p3.and P Here k = 2, q = 1, m = L, We
have from (11),

L= P3P "o
= p ~ W (pg = p5)]
Here Pg = P(2) and py = P(3)" Therefore pg = pp > O, Hence
for Py < ps,' A2 0. Thus interchanging Py 2 P3 will always

reduce the variance. Helce p3 = DLy Thus we have

2 2

Py 23y Pwyr ——o iy Poye

Using the result (11) for k = 3, g1 andm = 5, we

have

m-p 6
A = ““"E"“i [ 2 Pi+ ) *3eq) = 3P(2) = Py

For p, £ Pgy A 2 0 only if
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Thus interchange of P(5) = Py is done with Py if the above
condition is true., di.e. the optimal sequences given ure

obtained according as the sbove cordition,

. When there are seven jobs, we need to examine five

sequences, viz.,
(1) by P30 PG5y Ple)r Pz Pa) Peayr
(2 pryyr Pe3)r Py Pesyr P(6)r Pzt P(aye
(3)  p1ys Pe3)r Puy Bsyr Py Py’ Py
G praye P3y Py Piyr P Psyr P2y

5 ma1y s B3y Py P@yr Py P(syr P2,

The flow chart for n = 7 jobs is given Figure 1.

Tneert Figure 1 |

Remarkss 14 can be verified that
min. overall

1. If 3{prgy -~ P(3y) S ggiiible 2(p, ~ pgl

then P ) = pé.
max, overall

2. If 3p(y-P(3)? 2 ggiiible 2(pm, - pg)

then oy = P3



Flow=Chart for n = 7 Jobs

Start 1, 3, o s 5 s 2.
R S
i 7
l' 59 et e ? ot 4” - 1! 3’ by —? b 3 2.
| |
\A‘/ i
1, 33 5y 6: Te 4y .. ’ 7
P P ?
To 2By Py 3y S 3R Ry
’/
Yes No
/ Y
“V -
Lo 39 45 5a 5 s 2 Ly 53, 4y 4 __ 5 5, 2

| i
L |

|
Ta B BByt E(5) S By + By T |

Is 2Ry F5))S Broy Pz ?

133949526572, No

19 3!43‘51?16?2- \l/
1:35447+6,:5,2.

\‘;f
11304465 735,2.



of
ip one/these two conditions are true uiz tion of "p0+j
is fixed and then‘we obtain an ontimal 5nruhﬁce unﬂnr condi
tions mentioned in Flgure 1. we need not examine all five
sequences. '

Heuristic Procecure for General n:

In this section we develep a heuristic procedure to
find the best sequernce, This method checks the posgibility
of interchanges and accordingly positions at left or right
tail of the sequence ave fixed, Wg use the formila of
partitioning variance and find the change in variance due to
intgrchanging positions at some stage by (11}, We have from
(11),

A = pk+l pD:'q [2Y ~2{n-m)T +(n-m) (k-q-l) (pk_""l

* Ppgll

With ¥ and T given by (9) and (12) respectively,

We first start with the sequence with py = P(3ys
Pp = PCQ)-

Rest of the positions in the sequence are arbitrary, thus

for some given seguence we calculate A and set the positions
" to the sign

according/ ° . of A.

1, If A £ 0y then set the position (k+1) by Pitl = Plor1r

for the next iteration take k = k+l, g = qy m = m+l and

Pneq = Png*
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2. If A > 0, then set the position (n-g) at the right tail

of the sequence i.e. pnhq = Dlwy For the next itera-

tion take k = &, q = qtly, m = mwrl and py.y = Phg®
3. DO (l) and (2) fOr m = 33 lo.u!(n"l)-
L, Repeat the steps (1), (2) znd (3) till all the values

" of A at each stage of checking interchanges are £ 0O,

411 the values of A < O indicate that no single
interchange reduces the variaznce, For the sequences given
by Kanet [3], we Lave found the optimal sequences by this
method, Results are compared with the results obtained by
SMV (Kanet's) method and with the best ones by Eilon and
Chowdhary [2]. Table-l shows the results obtained.

Remarks: To reduce the number of itevations in the proposed

proceduras, we can start with a good V-shaped sequence. For

example, initial seguence could be,

P(l), P(3), P(g), tesasesne ; p(6)9 9(4), ?(2)'

PART - 11
RANDOM CASE

It may however happen that the nrocessing times of jobs are
not lmown in advance. We therefore consider the situation
when the processing times of the jobs are random varlables

with known distributions. Our critorion here is to schedule



the n jobs so that the exvected variance is minimum., We
obtain some general results under certain assumptions on
EPi and EP? pertaining to the distributions of the processing
times.

let ffﬁai be the probability-density funetion of

Pi'j i: l, [ EREEXR] I'l. .If;‘t

E'Pi = Bi i= 1, ewess I
and assume that (13)
EP% - g(ﬁi) = gls i = 19 l-lt;tn

of
1.e. the second raw moment/P; is a function of the mean.

We further assume that for every i, J
By < By <> 81 S 83 (24

By indidates the expected processing time of the job at

position i.

B(i) indicates the order of job i in a sSequence, when ﬁi 8

are arranged in descending order.

Thus B(l) 2 BCZ) D sesresssrncses 2 B(n).

gimilar interpretation is for notatlons g; and g(3y-

From (3) we have

n (n-i+1)(1-1) , n-l n |
_ ~ L £ 1-1)EP, £ (n~3+1)EP.
BV} = 2 - g + 2 LD, OmDER 3 (edrlER

5 oo

=i



Denoting nV by N, from (133, we have

n ;
B(N) = § {lo-1+2)(1-13 = . 2° n-1 _ =
=2 o g4 v 5 132( LBy M§+l(n—j+l.)ﬁj (153

If variance of Py is given bj 6? then
_ 2 .
= ﬁi+ (i ¥ i = 11 sanewas Ile

Therefore (15) can be written as

n (n-i+1)(1-1) 5
&

E(N) =nV,+ Z - 6
o =2 n + (16

where VF is the woriance  the oxpected completion times,

Fi:ﬁl+ppa'o+Bi, i:l, LA N BN N ] nl

. 2
In (16), if ¢ = " for 1 =1, .... D then minimizing
B(N) is equivalent to minimizing V, which reduces the
problem to the deterministic case. Thus we consider the

problem here when all i{i are not equal,

Characterdistics of Optimal Seguencegs
We discuss the characteristics of optimal sequence
which minimizes (15). We prove similar results proved in

the deterministic case dealt with in Part-~1.

Theorem %3 In an optimal éequenne, the job with the largest
. is

expected processing time/at the first position.

Proof: In (15), gy and B, both have zero coefficients since

2

v> and py have zero coefficients in C33 Sined
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B1) 2 By Ve hove from (I+), E(1) 2 g4 1=1,...m.
If the job with the expected processing time 5(1)
is not at the first position but at any other position, then
th
the expected variance will increase sinceéctoficients are

greater than zero for any other position. This coémpletes

the nroof.

Corollary l: For a sequence of two jobs, optimal schedule

is
Py, By
Theorem 5: The expected variance for the schedule

1, 2, 3y eeee. (n=1), n is the same as that for the schedule

l, n, n"'l, XN NN 35 2-

Proof$s As menticned before, by Merten and Muller [5], if
V is the variance of the schedule R ¢ 1, 2, .... (n-1), n
and V*; the Variance of the schedule, R* t 1, ny, n-1, ..y 3y 2

‘then we have
¥*

nv = nVv
Therefore EnV = ®Env™®
i.e. EN = EN¥*

where N* = nV*l This proves the theoren,

Remarks This theorem is true without condition (1),
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Corollary 2 For a sequence of three jobs, both the sequen=-
°eSy Pr1yr Prayr B3y 3 Brays Br3)r B2y are optimal.

We state below two results for the case n = % and n=5,
The proofs of these results are similar to the proofs of
corresponding theorems in Schrage [6] and are therefore

omitted.

Theorem 63 If n > 3, the schedule with minimim expected

varlance has

52 2 B3 and Bn 2 ﬁn-l'

Corollary 3: For a+ problem with four jobs, both

the following segquences are optimal,

Pryr Beayr Pawyr B3y and Bray» B3y Buyr Beay-
/
Theorem 73 For problems with five jobs, both the sequences,

Beays Beayr Begyr Baeyr B3y and
9(1)3 ﬁ(3)a 3(4), ﬁ(s), ﬁ(Z) are Optimal.

V-Shape froperty:
Here we examine the V-shape of optimal sequence which
minimizes expected variance of completion times, E(V).

From (16) we have
n (n-i+l)(i-1) 2

EN) =nV, + Z e

|

nVF + Vk,, 5aY.



In the above expression, we know that the sequance which
minimizes V; is V-shaped by Eilon and Chowdhary (21, PMurther,
it can be verified by the examination of the coefficients

ig:&%;lﬁl:il FOr 1 = 2, see.. N that the sequence which

minimizes Vg 1is also V-shaped. However, the order of the
jobs in both the sequences is likely to be different. Thus
we -cexxot: prove that sequence which mdnimizes E(N) is
V-shaped because the sequences which minimizes. VF and Ve
are V-shaped. Therefore we shall freat a sub-class of

distributions for which
— 2 .
gi - A ﬁi +Bﬁi’ 1= 1, eenalls

with 4 2 0, B 2 0.

We prove V-shape of optimal sequence by imposing conditions
on A and B. It is verffied later that these conditlons
are satisfied by some welllmown distributions, e.g. (1)
Exponential, (2) Gamma, (3) Uniform, (4) Erlang. Note
that for subeclass, we are considering, condition (I4) is

verified to be true, since
g1 - gy = (By - pylalpy + py) + Bl
and A2 0, B2 0,

2 .
Theorem 8: Let g; = Ap; + BBy, 1 =1, «c.on. A2 O
B > 0, Optimal sequsnce which minimizes expected variance

of completion times is V;shapgd, when
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A(nfl)—zfA-l)i—E

o= 0
by - 2
. (17}
_ (2ef)n+2{4-1)3j-A
Bk = 2 0
i= l, asnen n"'"27 j =3§ L RN I‘lt

Proofs Before we prove that the optimal seguence is V-shaped,
we Find the change 1in expected variance due to interchmge
of jobs 1 and j = i+l. when
o al 2 2
8y = APy ¥ Bp;  end @3 = gy - By
from (16), we have,
| n (n-i+1)(i-1)

2
E(N) = V, + % ((a=1)p5 + BB.) (18)
P, - P T BBy

-+
Let VF be the variance of expected completion times after
interchanging of jobs i and j. ILet E(N*J be value of E(N)

after interchange of jobs i and j. Then the change Aij in

E(N) due to the change of jobs 1 and j = i+l is given by

byg = nllp = V- BEEL (A1) (53D +B (g5 )] (19)

Obtaining the formula for Vi =~ v; from Eilon and Chowdhary
127, we have
L{ntl)-2(A-=1)1-2

‘Aij = 2(;-p4[ Py-F - - By -

(2-Adn+2 (A-1)i-A n=21+1

+ -
2n Bj

B ] (20}

Zn
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Suppose tihe seguence is not V-shaped, Then there will

~ be three consecutlve jobsy i, Jjs k where

ﬁi > Pis Py
We shall prove that interchange of i and j or J and k will
reduce the variance by showing that if Aij < @ then Ajk >0

and if sy < O then Ayy > 0,  where 8;5 = E(H) - ().

j € O only if
_  Antl)-2(A-1)i-2 (2-4)+2{A=-1)1-4
2n 2n

We have Py - Pj < O. Therefore A

Py

n~2i+1
- ——B > O {21)
2n
By adding and subtracting _
a(n+1)-2(a-1)3-2 (2242 (4=1) §-A

[1+ 1p: and p
2n 53 2n k

in (21) and noting that Fy = Fj + &j’ we have
Aln+1)-2({a=1)3-2 (2-ain+2(s-1)j-A

F, - F - , t
J 2n 53 en Bk

n-2] + 1
B“[5iﬁi+‘r%5j+5kﬁk+%] >0

2n

where 61 and Sk are given by (17).

Invthe expression (£2), ~ - = the term in the s8quare

by (7).
bracket 1s positive/ Then it is necessary that

(22)
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AlnFl)-2 (a~-1)3-2 N (2=pIn+2{A-1)j-A

FD_‘F—
- on 3 on ﬁk
n-2j+1
- B > O (23)
2n

Since By - Py > 0, (20) and (23) will imply that
Ajk > 0.
Thus we have proved that if Aij < O, then Ajk > 0.

Similarly it can be shown that if Ajk < O then Aij > 0

under the condition (17), This proves the theorem,

Some Particular Casess

It can be verified that &; and &, are > O for the

following distributions of P;y 1=1, eves. n.

1, Exponentials L
_ 1 B P >0

i.:: l, 28t no

2. Gammas

£(Py) =
i

i:l’ o.oo.n

3. Uniform:

: 1
£(Py) =

. > P 0
as MAL - iz

i= l’ l.t'.n



%, Erlang

w1 |
(Gim) (dlmpl) "G.im:t Pi

f(Pig [Ii) = <m"l)5 € Pi 2 G

i = l, sesnsé I

Specialization to Bxponential Distributicons

When processing times follow exponential distri«
butions, the algebra simplifies and we can obtain interchange

formila .corresponding to [20]. We have here from (16)

: n (n-i*1)(i-1) ,
E(N) = nVp + 2 By
n

i=2

: ' the
With similar notations as #Fart I,épe_rtitionj_ng formila can

be used to find the change in E(N) after the interchange of
lobs corresponding to $,4, and Bn_q. It can be verified that

the change H is given by

H = !ill*—]l:-ﬂrﬁ[gxl_g(n_m)}{2+(num)(k-—q-l) Brer * Prog))
k(n~k)-(n-g-13(g+l) o 2 | |
where
‘ ”‘%-1 (k- im + w) B
X = . - im m :
R T | .
- n . ' ktl
X, = 2 (n—i+lJBi - T (1~-2)B4

i=n-g i=1
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Using this result it can be proved that for n < 2% jobs,
the job with third largest expected processing time will be at
the second position when the job with the second largest
expected processing time is at last peosition, In the case of
exponential distribuﬁionﬁ we obtain the optimal sequence for

n=>0,andn=7. We give only the results and the proofs are
similar to the corresponding theorems in Part-I.

Theorem 9: For n = 6 jobs the optimal mquence is

) Bcn’ B3y Pays Bsyr Beyr By ©F
(i1) Bcuyr PB3)r Poyyr By 9(5), B(oy according as

6

) + £ f + 3o
Sy P TP & P T R@

When there are Seven jobs, we need to examine five

sequences viz.,

(1) Pe1y» 5(3)s ﬁ(g)s P(6)? 5(7)$ Pavyr B(o).
(2) Be1yr Be3yrPayr Psyr Beeyr Bz Peay:
(3) P1y P3y, Bayr Begyr By Beeyr Pa)y:
() Beuyr Be3yr Bay Be)s By Bsyr By
2 Be1yr Be3yr Baryr By Peeyr Pisyo Py

The flaw chart for n = 7 jobs in the case of expo-

‘nential distribution is given in Figure 2,

_ ruinsezt Figure 2




Plow-Chart for n = 7T Jobs (Exmnentia.l Distribution)

Start 19 39 s e — e " 2
£ ’ ¥
Ly 35 s s 4, 2 1, 3, 49 _____9__,9,__9 2

L

1, 31 5 6 Ts 4o 2 / \
':\/

Ly 35 43 Dy os s 1; 35 45 oy 5y 2.

, |

s 2. % fy* Bs) = By B3R ¢
I 2By ~Ks))< By hes)

Yes No
_ ' N v No
i 1,3,4:5: 156520 oo
1539455564752
o v v
T L1;3,446,75542 15,3,457:645,2.

Figure 4.2
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‘ prendix
Proof of Theore
From (9) we have
[(n-m)Q = ¥ 7°

nmn(n-m)

nV = mS§ +(n—m)S§ +

In the above expression, if Plet1 and pn«q are interchanged,

then the change in nV is only due to the factor Q. The

remaining terms will remain the same after changing the jobs.
* - - -

Let Q@  be the value of ¢ after interchanging Dig1 and pn_q.

Then we have

%* n }

Q= % (n-itl)p, - = (i-Dps+{a+1)p -k p
i=n-q+1 i $=1 i k+1 | ne~g

et nV¥ be the value of nV after interchanging the jobs then the

difference in variance is given by
2 * 2
[(n-m) Q - ¥ ] [(ne-m)q - Y]

nm (n - m) nm(n - m)

il

n(v-v"™}

(n-m} (§ - @) [(a-m)(Q + ¢*) - 2Y ]

nu(n-m)

It

p - Pn.
= k+lr—1‘ L=g [EYm-Z (n~m)T +(n-m) (k-q-13 (pk+l+pn—q)
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Appendix

$roof of Theotem 2

As discussed before considering the seguence

p(l), ? geerecenes Ty p(g),'we have k=1, g = 1 and m = 3,
p(3) can be at either second or (n~1) position. We examine

the interchange betwean Pp and p, 7. From (19) we have

Po=Dp n-.2
A= -2 n=lr,

- L2 3Cn-3i+3)pi ~(n-3)(2p, + p,_; + py)]

If p, S Pp-1s & 2 O only if

n-2 ‘
Z2=2 iE3(n-3i+3)pi—(n-—3)(2pn+pn_l +p) g O
If Pp.1 = P(3) theninterchanging Pp. With ps < p(g) does not
increase the variance if Z ¢ 0, We examine the values of n
for which Z £ C, when p = p « Thus the problem is

n-1 (3)

reduced to show that % ¢ 0. This result is obtained by
comparing the coefficients of Dy Sy 1= 3y evesa nn in 72, We

have
2= 2.[(n-6)py+(n-gipy, + ... ~(2n~q)p, »1-(n-3)(po*2p +p. ;) (a)
In the above expression, for the index

ig I( % + 1) = u,
the coefficient of p; is non-negative, where I(x) denotes the
largest integer < x. Now din the expression (a} consider the

terms with negative coefficients as

-2 (2n-9)p, 5 -(n-3)(py + p_ _1 + 2p,).

We have pn = P(pys Pp_y = P(3)- Thenm ppy = Py OF Pryy = Py o

We examine both the possibilities separately.



(1)

125

Pey ~ P2

In this case,
(n-3) (ppep, _1#2py )= (n=3) (P, y*p(3)*20(0y) 2 ¥ (n-3)pq,y (b)

The contribution of nositive terms in 2 is
u ( } n

2. T (n-3i+3)v. < 2ps.4. & (n=3i+3) c)
i=3 : (7425 (

u .
We obtain 8 = % (n-3i+3) = 2n(u-2}-3u2+3u + 6,
i=3
From (b) and (c)} we heve

The right side of the above cxpfession is £ O if
En(u-2)—3u2 +3u+6 £ Wm-3). It can be verified
that this is true for n & 18.

Piyy = Ppo2e

Here we have

(n-3) (pn_.l‘*zpn)*? (2n~9)pn_2 = (n"“3) (9(3)*’213(23 J+2 (2n‘9)p (]+) s
and
(n-3)(p (3)*2_'9 (2) ¥+ n-18)p (L) 2 (7n=-27)p (%) {d)

From (b) and {4}
4L [2n(u-2)-3u2 +3u +H=7n+27] Py
The right side of the above expression is £ 0 if
2n6u~2)-3u2+3u+6-7n*27 < ©
i,e. n(Ru-11) % 3(u2 -u - 11)

- This is true for n £ 25,

Thus from both the cases (1) and {2} we consider that

for n < 18, the theorem 2 is true,

-— .



126

Conway, R.W., W.L, Maxwell and L.W. Yiller. "theory of
Scheduling"”. Asddison-Wesley, Reading M.A, 1967.

Eilon, 8. and I.G. Chowdhary., "Minimizing Waiting Time
Variance in the Single Muchine Problemw. Maonogement

“Seience, Vol. 23(6), 1377, 2p. 567-575,

Kanet J.J., *"Minimizing Variation of Flow Time in Single
Machine Systems®, Management Science, Vol. 27(123},
1981, pp., I4+53-1459.

Kanet, J.J., "Minimizing the Average Deviation of Job
Completion Times About a Common Due Dates, NRLQ
Vol. 28(4+), 1981, pp. &43=-651,

Merten, 4.G., and A.B. Maller, "Variance Minimizeoticn in
Single Machine Sequenhcing Problems,» Management Science,
Vol. 18(9), 1972, 518-528,

Schrage, L. "M}nimizing the Time-in-System Variance for a
Finite Jobset,  Management Science, Vol, 21(5), 1975,

pp. 5H0-543,

- e W e aw



