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Abstract

This paper investigates deploying a village level community-radio application on top of a MANET
comprising completely of basic mobile phones. We envision a system, where any user in the network
is equally empowered to generate and distribute audio content to the entire network, using his or her
mobile phone. The paper focuses on the study of suitable broadcast algorithms for the network. In this
context, we propose a novel broadcast scheme where nodes bank on their memory to decide whether
to forward packets of an audio stream — capitalizing on their past behavior to stabilize on fixed routes
for the entire stream. In our scheme called Environs Aware Broadcast Mechanism (EABA), a node
gauges the local mobility around itself, and uses that to decide which broadcast mechanism to use.
When mobility is high, it uses SBA (Scalable Broadcast Algorithm), a popular neighbor -knowledge
broadcast algorithm with high overheads, but when mobility is low, it switches to MaBA (Memory-
aided Broadcast Algorithm). Extensive simulations on a village-level MANET, confirm that EABA is
successful in substantially reducing jitter, latency and packet loss: all critical metrics for an audio
application. At the same time, EABA does not incur other overheads and maintains the same levels of

reachability and efficiency as SBA.
Keywords

Rural community radio, Ad hoc mobile network, peer-to-peer, Memory-aided Broadcast Algorithm
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A Memory-Aided Broadcast Mechanism for Enabling a Rural Community Radio on an
Ad-Hoc Peer-To-Peer Mobile Network

1. INTRODUCTION

Mobile ad hoc networks (MANETS) consist of wirelessmabled mobile nodes that not only communicaté wit
each other, but also act as intermediaries for ittt are out of direct range from one anothemessage from

a source node might travel through multiple hopfordge reaching the destination node. MANETs can be
perceived as wireless peer-to-peer networks thatdawvoid of any centralized decision-making entiych
networks have typically been studied for applicasioelated to military operations in hostile regiar disaster
recovery when traditional communication infrastoret has failed. More recent applications includebiteo
telephony for remote, rural regions which cannédrafftraditional communication infrastructure [1J[&.

Large parts of the developing world are devoid rafditional communication infrastructure, mainly dtee
economic reasons. MANETS comprising entirely ofibaaffordable mobile phones are a promising aitve
to create local telephony, without requiring phoowers or other expensive supporting infrastrucflijeOther
collaborative applications like a community radénsce can be deployed above this substrate. Coritymaio
has been seen as a powerful means for empowermesdbling local content creation and broadcasiihg
However, the traditional community radio model éataentralized content filtering and disseminatidntrue
peer-to-peer model empowers any user to creatdm@adicast content to the entire network, thus deatiaing
knowledge creation and dissemination and avoidensorship. This decentralized model also ensuiastiie
content consumers are also the content creatorpranitiers.

Enabling such a community radio service on a pHmse=d MANET entails that each device in the ndtvioar
able to reliably broadcast sound-bytes to all otfmdes in the network. Recent work has proposetyusbbile
ad-hoc networks for exactly such a community raglistem and reviewed the suitability of existing MAN
broadcast algorithms for this application [5]. Hoeg there are limitations to this approach, aslarpd
shortly.

1.1 The Broadcasting Problem

There is extensive literature on broadcasting selsefior MANETS, where the role of the broadcast p&lare
chiefly to aid the routing protocols [6] [7][8]. €ke existing broadcast schemes can be classifiedoiunr broad
categories, as proposed by William and Camp [9]S{inple Flooding (ii) Probabilistic Schemes (#psition
Based Methods and (iv) Neighbor Knowledge Schen@fsthe different methods, Neighbour Knowledge
schemes have been found to be most promising ftwonks with dynamic topologies [9]. Flooding and
probabilistic schemes are too inefficient and posibased methods need special technology like &R®Bled
devices. Of the different neighbor-knowledge altoris, past work [9] [5] has identified SBA (Scakabl
Broadcast Algorithm) and SBA variants [10] as ofi¢he best options for generic broadcasting in ditecad-
hoc network.

The SBA protocol [11] works as follows: every nadaintains a partial network map of all nodes witaitwo-
hop radius of itself, using periodic “hello messsg&uppose a node (say N1) receives a broadcastage m
from node NO. N1 can find out all common neighboesveen itself and NO which would have already irexk
m from NO. If there are additional neighbors of Which were not covered by NO, then m would be solest
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for a rebroadcast, after a random delay (called RAWIring the RAD, if a duplicate m is receivedrfreome
other node, N1 would again determine if any newesodan be reached by a re-broadcast. At the etiteof
RAD, if some neighbors of N1 have not yet receiredhen the message is rebroadcast.

However, we have identified at-least three shortogsshould SBA (or similar neighbor-knowledge sohs)
be directly used for our envisaged community raditvice:

1) The rural ad-hoc network we envision is expedtethe semi-static or static for large parts of tag, and
highly dynamic only during certain times of the d8BA has been shown to work well for dynamic ad-ho
networks but is probably an over-kill for static #emi-static networks, where the topology is natstantly
changing. The reason SBA works well in a dynamjmotogy is because each node maintains up-to-date 2
knowledge about its neighbourhood via hello messagbese hello messages can be a significant caet e
the network, especially if they are not neededhaltime (that is when the network is semi-statistatic).

2) SBA is also known to incur significaamnounts of latency in the message transfer, inteddue to the
RAD component of the algorithm [12]. The RAD (Randéssessment Delay) component is essential for SBA'’
functioning. However, any additional latency ongit could detrimentally affect the quality of thedi
application in question, and hence algorithms ttahot use a RAD component could succeed in lowetie
end-to-end latency and variability in latency §it of the packets in the broadcast.

3) Given that an entire sound-cast (expected toftasa few minutes) will comprise of a stream ofsmages
emitted from the same source , there is potefttialsing past information of the behaviour of @@do stabilize
on a particular set of routes that the messages takeeach the entire network. This “learning frpast actions”
can be especially useful for periods when the nétwse static. Neither SBA nor any other broadcastin
algorithm we came across in the past literaturdo@sgthis kind of memory-aided optimization of roHdehavior.

Given the above observations, we propose anditegoliowing hypothesis in this paper:

When the network is static or semi-static, SBAnsuitable as the broadcasting algorithm for a conitywradio
service. An altogether different and far simplegoaithm with lesser overheads can be as or moeztfe than
SBA. In this new algorithm (which we call Memorydad Broadcast Algorithm —MaBA) , a node remembis i
past behaviour and uses that to decide whetheotatorrebroadcast a message. Potential advantddéaBA
include (1) lesser network congestion due to lesgenber of hello messages, (2) lower latency atbelr j
because of not using the RAD component and (3) reffiency because of exploiting a node’s memdrito
past behavior.

Hence, in our proposed mechanism called EnvironsarABwBroadcasting Algorithm (EABA), each node
independently decides to use either SBA or MaBAttes broadcasting algorithm, depending on network
conditions and the position of the current packethie stream. The position of the packet in theasir is
important as a node’s memory of past behavior aay be used for that particular stream. With eveew
source, a new set of routes will have to be disaa/€using a neighbor-knowledge scheme), storeduiaad (by
MaBA).

We conduct extensive simulations to compare théopaance of EABA to SBA and a variant called SBAbmo
Our results show that EABA is successful in meaguthe amount of local mobility in the network aaathpting

to it. This results in significant savings in emdeind packet latency and reduction in jitter : baticial metrics

for an audio application. There are considerablénga in bandwidth utilization as well, (in the forof saved

hello messages), leading to EABA performing beitea congested network. Additionally, these perfamnce

gains do not affect the reachability or packetydglj ratio of the broadcast, thus confirming thABR is a good

choice for a MANET enabled audio-broadcast appbicat
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The rest of the paper is as follows: The next sectietails the workings of our proposed broadcgstin
mechanism: EABA. Section 3 contains a descriptiérthe simulation model and experiments used. The
experimental results are discussed in section 4anconclude in section 5.

2. ENVIRONS AWARE BROADCASTING ALGORITHM

As mentioned above, in our proposed method, Ensiware Broadcasting Algorithm (EABA), there areotw
modes in which a node can broadcast: SBA or MaBbedding on the mobility in the network and positid
the message in the broadcast stream. As part offdE&RIr complementary strategies are deployed el @ade
(1) mobility detection (2) adapting the frequendyhello messages (3) maintaining and using theetsogbcent
history of broadcasting behavior (4) deciding whiobde to switch to: SBA or MaBa. We now explainkeac
strategy in turn.

2.1 Mobility Detection

Since a node has to modify its behaviour dependimghe degree of mobility in the network, the gisFsthat
arises is, how does a node measure the mobilityametwork? We propose that each node maintainasune
called the mobility factornf), which is its local view of the mobility or dynagity in the network.

The mobility factor of a node is calculated by kegprack of changes to its neighbor table - thaition being

that rapid changes in the neighbor table of a riodieates a rapidly changing network topology aedde a high
degree of mobility. Inversely, a stable neighbdrdandicates that the network is static or at\ubey least, that
locally there is relative stability in the netwoBy relative stability, we mean that a bunch of e®aould all
move in the same direction at the same speed.timdo@narios (absolute static network vs relatiabikty of a

node), a node can leverage the fact that it doesewd to re-discover its neighborhood and the danmedcast
paths discovered earlier can be re-used (the pyiagsumption in MaBA).

Hence for both possible scenarios: static and digyasomparing the current neighbor table to a shafpsf the
table taken a little while ago should convey alyadiccurate picture of the relative mobility in thetwork.

A detailed description of how the mobility factdresach node is calculated, follows:

Recall that as part of the standard SBA protocathenode periodically broadcastsllo messages to all its
neighbors. Theskello messages enable each node to build its neighble-ta

The mobility factor (mf) at each node is calculate®ry T secondsby comparing the current neighbor table, to
a snapshot of the table that was recorded T secaguisAll the common neighbors among the two veisiof
the table are discounted, and the count of theirénganodes gives us the valuerof.

Mathematically:

mf (Nodel,t+T) = Neighbors(Nodel, t+T) U Neighkidlsdel, t ) - Neighbors(Nodel, t+T)
Neighbors(Nodel, t)

where
mf(n, t) = mobility factor of node at timet
Neighborsh, t) = set of neighbors in the neighbor table of nod¢ timet.

If mf = O for a particular node, it denotes thag thetwork around that node has been relativelyestadtween
these two timestamps. The greater the valuafpthe network topology around that node can be erpeit be
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more dynamic. Figure 1 illustrates two exampledofv the mobility factor (mf) is calculated from gkbor
table information.

Time =t0 t0+T Difference

s — F SRR
N31 N31 N17
N85 N85 mf=1
NO6 NO6
A —_—
|
N94 N94
N52 N52
Nt
N17
(a) Semi-Static Network
Time =11 t1+T Difference
) — SR (o)
N12 N12 N67
N40 N40 — N98
—_—
N26 A N26 NOS
N67 N53 N53
N98 N77 N77
| 4
i, mf=5

(b) Dynamic Network

Figure 1: Calculation of mobility-factor (mf) from neighbor table information, for two scenarios (a) emi-
static network and (b) dynamic network

Additions to a neighbor table happen whenever amamwn node’s hello message is received by the node.
Deletions from a neighbor table are facilitatediqdically, using the procedure described below.

For each node in the neighbor table, the time eflaltest hello message that was received fromntighbor is
recorded. The neighbor table is refreshed evergdergls by executing the following check for eactienm the
table: if the difference in the current time ane thst heard time from the neighbor node is grethtan the
interval of the refresh i.e. R, the node entryateted from the table.

Typically the refresh rate R should be set to aiwadt-least twice or thrice the value of the hellessage
interval. This ensures that a node is only delétédhas not been heard from for at-least two laee hello
cycles. This minimizes false deletions from theghbbor table caused by packet drops due to congestithe
network or collisions.

In our proposed broadcast algorithm (EABA), theqfrency of hello message$) ent out by a node is

dynamically adapted to the amount of mobility ambuhe node. Sinc® (refresh rate of neighbor table) is
intimately linked tof, Ris also changed accordingly. The details of thizpaation along with concrete scenarios
are explained in the following section.

2.2 Adaptation of hello message frequency

Note that SBA needs periodic hello messages sonib@dés can decipher their local topology. Howewese
messages can create a significant overhead in tefrmstwork utilization. When the network is static semi-
static, the utility of these hello messages istiahias the neighbor tables will not change frequektence in
our approach, the frequency of hello messagesdiscesl, based on the calculated mobility factor (fr a
mobility factor> M (where M is a threshold value), a hello mesdageent every 1 second (the default value in
many neighbor-based broadcasting algorithms [9Hweler, as mf decreases, the hello interval is ugiyl
increased using the following formula:

|
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If mf > M then Hello message interval = 1 second
Else Hello message interval = ivif

where mf is the mobility factor and M is the thineld mobility factor beyond which the network @nesidered
highly dynamic.

Hence, for M = 5 and mf = 0 for node n (indicatimgstatic network around n), hello messages emdrate
node n only every 5 seconds. As the mobility fadiof) increases to 5 or greater, the frequency afoh
messages increases to 1 per second.

To avoid false deletions from a neighbor tablepdenshould not be expunged from the neighbor tafhiehas
not been heard from since the last hello cycle.uggng a node if only one hello message is mis§io it,
might lead to unnecessary deletions, as the messiggp have been lost due to other reasons likgestion or
collisions. Hence, the refresh interval (R) of ales neighbor table should also be adapted to spored to
changes in the hello-message interval. The follgvionmula is used to calculate R:

Ifmf>MthenR=M
Else R = 2M — mf

The above formula ensures that the refresh intdsvat-least twice the hello message interval aeddily
increases as network stability increases.

2.3 Recording and using history of node’s behavior
Recall that each node maintains a recent histoitg dfroadcasting behavior, and uses that in MaB#fluence
its current broadcasting decision.

As discussed earlier, in SBA each node maintaihe2knowledge of its neighbors. In addition to tiWmsEABA
each node maintains the following additional fiétdt eachnode in its neighbor table - a list of the last
broadcasting decisions, where 0 denotes ‘not lmasihg’ and 1 denotes ‘broadcasting’. The follaywrxample
illustrates how this history is recorded.

Suppose node B receives a broadcast data packetrfomle A, and using some algorithm ( note that the
algorithm could be SBA or MaBA depending on cormis described in the next subsection), decidesdo tthe
packet. Hence, in the neighbor table, the lasbhystf A would be updated to 0. Suppose, x = 5t thahe last
five broadcast decisions of B (when the source AYagre maintained, then the neighbor-table of Bhmigok as
follows:

Figure 2: Partial illustration of Neighbor Table for node B

Neighbor History

A 10010
D 11111
F 01100

In the above table, the five bits for A denote tive most recent broadcasting decisions of B; wtienpacket
was received from A. As can be seen from the tabldecided to rebroadcast twice and dropped thkepaloree
times. Similar broadcasting history is maintaineddach node in the neighbor table.

When a node receives a data packet, it first dsaidéch of the two broadcasting algorithms (SBAV&BA) to
use : the details of this decision-making processhe found in the next sub-section.

|
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Suppose it decides to use MaBA, it looks up thendad history for that particular source node agdsuthe
following algorithm to decide whether to broadoashot.

Note that we use the following notation for thetduig : N(i)

where N is the source node from where the packetkan received and N(i) denotes the ith recordsadrk,
where i ranges from 1 to x.

For the example in Figure 2, i ranges from 1 &m# A(1) = 1 and A(5) = 0. Note that A(5) in tloisse is the
most recent history.

The following algorithm is used for the broadcagtitecision:
IfN(X) =1 or sum (N(1), ...., (N(x-1)) > x/2) ¢&m broadcast packet, else drop packet.

The intuition behind this algorithm is that insteafdrelying only on one instance of past behavewen if the
latest decision was not to broadcast, we see ifiitlie has broadcasted often in the recent past.|d@hds to a
more conservative algorithm, which errs on the sitimore nodes broadcasting. We noticed in our exgats
that this leads to more reachability, and compessfatr the randomness caused by SBA’'s RAD component

Note that the value of x should be small enougtetiect recent history and not dated behavior. eaf x =5
worked sufficiently well in our experiments.

2.4 Deciding the mode: SBA or MaBA
Finally, we describe how a node decides between &B¥aBa as the broadcasting algorithm.

A node uses SBA when it perceives the network asuhyjc and MaBA when the network is seen to bacstat
semi-static. In addition to the mobility in the wetk, another factor should determine if a nodesuSBA or
MaBA. Recall, that for our application, a strearmudssages will be emitted from the same sourcey &hrort to
medium duration of time (a typical sound-cast cdakt from 2 to 7 minutes). When a new stream ofsages
starts out from a new source, nodes will not haweraemory to bank upon for this new set of routesnfthe
new source to every node in the network. The mentway a node has will be regarding its behaviouthef
previous stream ( where some other node was threeotHence, we have to give all nodes a chandéstmvery

a good set of routes using a neighbor-knowledgerigtgn (like SBA) for each new stream. Hence, eifdhe
network is perceived as static, a node should % f8r the firstm messages in a stream and then switch to
MaBA for the rest of that stream.

The 2* 2 matrix below covers the four possible afions and recommended node behavior.

|
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Routes need to be Routes need to be
Beginning discovered discovered and
constantly
Position updated
of )
Message Algorithm: SBA Algorithm: SBA
in Audio
Stream Routes need to be
Routes are stable constantly
Non updated
Beginning
Algorithm: MaBA Algorithm: SBA
Very Low Medium/High

Degree of Network Mobility

Figure 3: Recommended node behavior for different @twork conditions.

For our experiments, if the mobility factor (mf) @fnode is greater than 0 or the packet belontgsetbeginning
of a stream (first 10 packets of a stream), the’ 8Bused, else MaBA is used. Variations to theeshold
mobility were also explored in our experiments, anglreported in the results section.

3. SIMULATION MODEL AND DESIGN OF EXPERIMENTS

We model a village level peer-to-peer mobile adhetwork, where each peer in the network is a wifilded
mobile phone. Peers move around independently nvithe designated area according to realistic ntgbili
patterns based on actual village scenarios. Weaysmpular network simulator called Glomosim [ref]rhodel
the mobile ad-hoc network, and have implementedtbadcast algorithms that we evaluated, aboveehgork
layer provided by GlomoSim 2.03.

All mobile devices in our experiments are assuneefidve a uniform range for communication and thaesa
maximum possible throughput.

3.1 Modeling a rural village

Villages vary greatly in their population and spteand therefore it is challenging to model a typidkage size.
According to the Indian 2001 census for example,afiaround 600,000 villages in India, more tha®,200
villages have a population under 500 persons, vdribeind 4000 villages have a population greatar fi€t3000
persons. Since our application is targeted towalss more rural and remote villages where traditiona
communication infrastructure is non-existent; theiflages typically tend to be small. We assumeuatb100
mobile phone users and an area of 4 square kilosngteur simulations.

To understand the mobility pattern of villagers, wsited two villages in Gujarat, India and alsdeiviewed
people who have lived in villages. The followingteans emerged from our investigations:

The typical mobility pattern in a village can bevided into four phases as seen from the view ofadinoc
network: (1) a short, highly dynamic phase in themmg when almost everyone is commuting to th&ce of
work, (2) a relatively static, long phase for thekiof the day when they are working, (3) a higtiynamic, short
phase at dusk when most people are getting back hama (4) a relatively stable/static night timagdn

B |
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The village population can roughly be divided ithoee categories : (a) those who live in or neardbnter of
the village (typically, there is a main street bbps and adjoining residences) and commute to ndilds at
the periphery of the village ( could be a coupleiddmeters) in the morning and come back at dikitfose
who live at the outskirts, close to their fieldseif and (c) those who reside near the core ofilleeye and work
there as well : in and around their homes or invilege shops etc.

Existing human mobility models like SMOOTH [13], 8W [14] and others [15] proved inadequate for our
specific village network and its unique mobilityttgan. Hence, we have created our own mobility rhade
capture the dynamics of village-level movementss Tinodel is described below:

Node mobility is divided into distinct dynamic amsthtic phases ( recall that we want EABA to beedbl
distinguish between a dynamic and static network).

For the dynamic phase 30% of the nodes are plaratbmly within a central square of size 750m * 75@md
move to a randomly chosen location within the @drgguare. This mimics category c. Another 30% atsot
off from the central square but move towards a eamyg chosen location in the periphery of the nek@igure
*), to mimic category a. Another 30% of nodes amadomly placed in the periphery, and move to a gamd
location in the periphery ( in the same rectanigéytbelong to): these are category b. The last 1 Aodes are
randomly placed anywhere in the network and mowe tandomly chosen location in the entire netwaodadto
account for miscellaneous other activity). Thesetarmed category d.

Once all the nodes reach their destinations, they there for the entire static phase. During teet mlynamic
phase, all nodes return to their original posititbsmimic the dusk-time commute).

In our investigations, people in remote villagegig¢ally commuted by foot, occasionally on cyclesbatlock-
carts and rarely on motorized vehicles. 1 m/s aardnsidered typical walking speed and a fast bécgight
travel at 8 m/s. In our simulations, the averagderngpeed is set to 1.43 m/s.

3.2 Network modeling
As mentioned earlier we use GloMoSim v2.03 (a ditesevent network simulator) [16] developed at UCEgk
our experiments.

The protocol stack used is illustrated in Figurédd.shown in the figure, IEEE 802.11 is used fa Bhysical
and Mac layers and EABA for the network layer. Tost of the protocol stack is typical of a VolP {&®Over
IP) stack, with UDP, RTP and an Audio Coder asttipethree layers.

Audio Codec

RTP

ubpP

EABA

IEEE 802.11 (MAC Layer)

Figure 4: Proposed VolP protocol stack

IEEE 802.11 with the distributed coordination fuant(DCF) is implemented at the MAC layer, as tisishe
default that works well for MANETS. We chose 80hldver other versions of 802.11 since it is already
available on some basic phone models and is knowvotk well for wireless LANS [17]. Recall that onéthe

|
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goals of the project is to use off-the-shelf arfdraiable phones for the adhoc community networEBEEB02.11b
works at a few different range/throughput pair<0O#l mbps , 250m/5.5 mbps and 150m/11 mbps amdmegysot

We assume the first configuration (range of up@06m and a bit rate of 1 mbps ) as the default fostnof our
scenarios. Results of experiments with the otherdenfigurations are also reported.

Voice data typically requires a bit rate of 10 k{isobits/second) but can give adequate voiceiguat up-to 8
kb/s (depending on the codec, for example G.728)) [19]. The default for voice is to send audionfies every
20 ms — to keep latency levels in check. This tedas to a packet rate of 50 packets per secors) gm a
packet size of 20 bytes, which we model in our $atons. With a data payload of 20 bytes, an addil 32
bytes are required for RTP, UDP and EABA combin&?i for RTP, 8 for UDP and the rest for EABA). Also,
since many VolP codecs send data at a constardtbjtwe assume a Constant Bit Rate (CBR) modsliralate
VolIP in our MANET.

We assume that a particular source will be allowesbund-cast of around four minutes, resulting 2,000
packets per audio stream emanating from the saoreesoA random new node is chosen as the sourceafdr
sound-cast, and one simulation run consists ofdiweh unique sources.

Discussion of issues related to other logisticstied application: how is the schedule and contenttlie
broadcasts decided , who gets to broadcast and etheis deferred to the concluding section.

The specific parameter values used in our expetsnare mentioned in Tables * and *. Table * camtathe
network parameters while table * contains the aapion and broadcast algorithm specific parameférs. first
number denotes the default value and the lattestdsrihe range used for further experimentation.

We assume a threshold mobility factor of 5 and ket hello message interval ranges from 1 secoril t
seconds, depending on the current mobility facta aode. A maximum jitter of 250 ms is appliedhe hello
message interval - this is a common practice in AN to avoid packet loss resulting from collisiof$e
neighbor table refresh rate ranges from 5 secandl® seconds, depending on the hello message ah{eeder to
section 5 for a detailed explanation of hello mgesiaterval adaptation and related issues). MaB&s @ssmall
jitter of maximum 1 ms to counter possible colligoresulting from nodes simultaneously broadcassing
message. Note that SBA does not need an inducted pecause of its RAD component that introduces
variability.

Table 1:Simulation Parameters for Network

Network Size 2000m * 2000m

Number of Nodes 100 (60 to 140)

Range 400 m (150 m -1000 m)

Throughput 1 mbps (5.5 mpbs, 11 mbps)

Average Speed of nodes

1.43 m/s

Simulation Time

1200 seconds

W.P. No. 2013-03-04
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Table 2: Simulation Parameters for Application andBroadcast Algorithms

Data Payload 20 Bytes

Packet Rate 50 packets per second (pps)
Hello message interval 1 second — 5 seconds
Threshold Mobility Factor (M) 5

Hello message jitter 250 ms

Neighbor-table refresh rate 5 seconds — 10 seconds

Mobility Detection Interval (EABA) 10 seconds

Size of Audio stream 12,000 packets

Total number of audio packets in | 60,000packets
simulation run

RAD Tmax (SBA) 20 ms

Introduced Jitter (MaBA) 1ms

3.3 Design of Experiments And Metrics for Evaluation

We design and conduct three distinct sets of empmris. The first set of experiments evaluate oopgsed
mobility detection scheme. The second set evaluatgsproposed broadcast algorithm and compares its
performance to other common broadcast algorithmsamumber or relevant dimensions. The third set of
experiments looks at the effects of various pararsain the broadcast algorithms being evaluated.

Each experiment was repeated with ten differentilipliiles and five randomized runs for each matliffile.
Thus, each value reported is the average of 50iaiion runs.

Experiment Set 1

Since the crux of our proposal relies on correctitecting mobility in the network, we designed & ck
experiments to evaluate how well the mobility ddétet scheme and broadcast algorithm adaptationABA=
works.

To simulate the two phases of peak mobility (atmlawd dusk) and their transitions to and from taésphase,
the following mobility pattern is used: nodes arebite for 500 seconds ( according to the mobiliattern
described in section 6.1 for the morning commuteljpwed by a static phase of 200 seconds and l§inal
followed by another mobile phase of 500 secondse(dvening commute pattern as described in se6tibn
This mobility pattern allows us to see whether rsodsing EABA can detect the changing mobility abtirem
and adapt to it. We report two metrics for thesgeeixnents:

(1) the mobility factor across time for four selectamtles falling in the four different categories désed in
section 6.1

(2) the number of nodes using SBA versus MaBA across ti
Experiment Set 2

The second set of experiments is aimed at evaly#tim performance of our proposed broadcast sch&ABA
(Environs Aware Broadcast Algorithm), and to congp@ts performance to other broadcasting algorithms
specifically SBA, SBA-mob and Flood. SBA has athge®een explained in section 1. SBA-mob is a vargdn

|
W.P. No. 2013-03-04 Page No. 12



w Research and Publications

SBA, where the hello-message frequency is adaptedrding to the local mobility in the network, mulike
what happens in EABA. We show results for SBA-minlees it helps differentiate between performancegai
EABA due to reduced hello-messages versus oth&srfacelated to the nature of the broadcast alyoriflood
(where every node re-broadcasts every messageeit/es) is included as a base case (worst casarsgen

The mobility pattern should follow what might beigally expected in the village network setting. Wiedel a
section of the day in the morning that comprisea diynamic phase for 500 seconds as describedtios®.1 (
to capture the morning commute ) followed by a Emgtatic phase of 700 seconds.

The algorithms were evaluated on the following iostwhich can be divided into two groups: broadcaktted
metrics and audio application related metrics. Boaat related metrics include efficiency, reacligbénd
bandwidth overhead, while the audio applicationriogtinclude latency, jitter and packet loss.

While energy efficiency is an important concerrMANETS, the broadcast algorithm per say plays allsroke

in how much energy is consumed by a node. The dwaming factor of energy consumption depends on the
state of the node: idle or asleep [20] which ismet¢vant to a community-radio application, sinagode need to

be awake to receive the signal. However, the trissom range of a node could be a critical factoemnergy
consumption: this aspect is explored further inrtbet set of experiments.

A brief definition of each metric follows:
Broadcast related metrics

Efficiency: The percentage of nodes that re-broadcasted éissage. Lesser re-broadcasts while not hampering
reachability implies a more efficient algorithm.

Reachability: The percentage of nodes that received the mesadgeadcast by definition implies that all nodes
in the network should receive the message. Howewetwork partitions and/or packet drops can cause a
reachability value of less than 100%.

Message overhead : Some broadcast mechanisms generate extra messkgethdllo packets” that incur
additional overhead in terms of bandwidth utilinatiwhich could cause congestion in the network.

Audio application related

Latency: The packet transit delay measured as the differdmetween two timestamps: the time a packet was
released at its source and the time the last notleeinetwork received it. A high latency can adebr affect the
quality of an audio stream.

Jitter: Jitter is the variation in packet transit delaygeneral, higher levels of jitter are more likébyoccur on
either slow or heavily congested links. Some amairjitter can be mitigated by the audio codec, higher
levels (above 30 ms or so) adversely impact audility. Jitter at a node is calculated by summipgtiie
absolute differences in arrival time between eamhsecutive pair of packets in a stream and caloglahe
average of these differences.

Packet Loss: The percentage of packets in an audio stream ithaiad reach the receiver. Packet loss up to 5% is
generally acceptable for audio applications.

Experiment Set 3

The third set of experiments looks at the perforreanf each protocol as various conditions in thevaek
change: the number of nodes, the range of thertigae®n and range vs. bit rate for wifi. The lagtgmeter is
relevant for energy efficiency mechanisms, sincéteba power consumption is a major concern in rural
MANETS with erratic power supplies [ref]. With wi-Eonstantly on, most current phone batteries can b

|
W.P. No. 2013-03-04 Page No. 13



w Research and Publications

expected to deplete themselves in a few hours. might tempt people to switch off their phones vefien.
However, only if a sufficiently large number of us&eep their wi-fi on, will adequate network coatinty be
maintained. To minimize battery drainage, the comityuradio could operate at fixed times in the dfor.
example for two hours in the morning and eveninthea

Other common energy saving techniques in MANET $uihe (1) switching a percentage of nodes to tHegs
state (2) decreasing the range of the transmid&0h By decreasing the transmission range, lessgnis
required by an individual node. However, the falt-ts that more hops might be needed for the mestsageach
a recipient — involving more nodes in the procelsus, energy consumption gets better distributedhe
network, leading to an overall increase in the oek's life.

For a radio application, switching nodes off migbt make sense. However, we do explore option @réasing
the transmission range) in our experiments.

The next section contains experimental resultafidhree sets of experiments and related discassio

4. RESULTS AND DISCUSSION
As mentioned earlier, each experiment was repeitbden different mobility files and five randoneid runs for
each mobility file. Thus, each value reported is #verage of 50 simulation runs. Error-bars aréuded in
graphs where possible. In certain graphs, the draos hamper readability and hence their valuesshosvn
separately in tables in the Appendix.

Results of Experimental Set 1

As described earlier, the mobility pattern used tfogse experiments consists of 500 seconds of andgn
network followed by 200 seconds of static nodesofedéd by another 500 seconds of mobility. The nekwo
consists of 100 nodes and each node employs EABKedsroadcasting algorithm.

The first question to answer is whether the mbflictor that each node calculates dependingsolodéal view
reflects the actual state of the network. Figurddis the average mobility factor for four node®iothe entire
length of the simulation. These four nodes are ehdsom across the four categories of users destrib
section 6.1. Though the mobility factor at a nosl@ iwhole number, the graph plots the average @&@suns
and hence the values plotted are not whole numBsrBigure 5 shows, the mobility factor that nodes calculate
when using EABA, clearly reflects the mobility ihet network. The mobility factor dips to almost zéwo all
four categories, during the static phase and isifsigntly higher during the two dynamic phasese Ttodes in
Category b have a lower mobility factor even in thy@amic phase. Recall that Category b consisthade
nodes that are at the periphery to begin with andenwithin the periphery zone they are in. Thislaxs why
their neighbor tables do not change drasticallylzmte their low mobility factor.

The graph inFigure 5 also helps decide the threshold value of the ritgbdctor (mf), that should be used in
EABA to switch between SBA and MaBA. A thresholdueaof mf > 0 is used for the switch, to correspomd
the correlation between the state of the network the average mobility factor that nodes calcul¥ife. also
experimented with mf > 1, but found that in thiseaSBA does not get sufficient time to run and tthes
neighbor tables and memory at nodes do not sufffigistabilize to be useful for MaBA.

|
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Figure 5: Average mobility factor for a node from ech category, across time.

The next question to answer is wether EABA managesvitch between SBA and MaBA according to theigal

of mf and position of the packet in the stredrigure 6 shows the number of nodes that use SBA versus MaBA
at any given point in time. As can be seen, iditiall broadcasting nodes start with SBA and theme nodes
switch to MaBA. Some nFigure 8Figure 8Figure 8aass MaBA even in the dynamic phase as there aleefoc
where nodes might not see changes in their neigtdisle - if the mobile nodes are all moving togetfo
example. In the static phase, there is a sharpidrde number of nodes using SBA as almost alesaivitch to
MaBA. Again in the dynamic phase, many nodes swhtatk to SBA, though some use MaBA as well.

This graph shows that EABA is quite successful dam@ing to the mobility in the network and switahin
between SBA and MaBA. Note that though all nhodegcéwto SBA and the beginning of each stream, ihis
only for the first 10 packets (200 ms) of a streang does not show up in our recording granulafitgvery 10
seconds.

BA

|V N———

Number of Nodes

N ]
20 120 220 320 420 520 620 720 820 920 1020 1120
Time (seconds)

Figure 6: Number of nodes using SBA versus MaBA aoss time.
Results of Experiment Set 2

This set of experiments evaluates EABA (and compéseperformance to three other broadcasting dlgos)
on six different metrics described in the previgestion. As mentioned earlier, the experiments wenefor 10
different mobility files and 5 variations within @amobility file. The values reported are the ageraf these 50
simulation runs.

We report the results for reachability, efficienpgcket overhead, jitter, latency and packet loss.

|
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Figure 7 plots the reachability for all the algbnits, for 100 nodes, for the mobility pattern ddsedli in the
earlier section. As can be seen, EABA has readhablbse to 90%, which means on average around 80&te

nodes receive a sound-cast. The reachability of 8B& SBA-mob is similar, while Flood has a slightiyer

reachability. Closer investigation reveals that %Ofeachability is not achieved because of netwakitons.

Some nodes, specifically the ones at the peripheeynot connected to the network at many timess T$i
especially true in the beginning of the simulatioimen around 60% of the nodes are clustered atahteic As
nodes move outwards, the network connectivity inmpso as the periphery nodes can now use internieslier
connect to the larger network. What this implieshigt, users in category b might have to wait & morning
commute to be well underway before they can cdtetsbund-cast.

Flood exhibits lower reachability because of cotiges indiscriminate re-broadcasting cause congasénd
packet-drops leading to many nodes not receivimgjadte packets.

100%
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%

%
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0% T T

EABA SBA SBA-mob FLOOD

@
Q
X
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IS
Q
X

Figure 7: Reachability (delivery ratio) for the various broadcast algorithms, for 100 nodes.

Figure 8 plots the efficiency of the algorithms ewhmany nodes are required to re-broadcast theagedsr
network wide reception. As is expected, Flood Hnesworst efficiency by definition: all nodes (thabat are
connected to the network) rebroadcast the mes8agk.SBA and SBA-mob have an efficiency less th@%#o4
whereas EABA has a slightly higher percentage desdhat rebroadcast (around 40%). This is bedda&8A (
the memory-aided part of EABA) has been tuned tallgiatly more conservative than SBA (refer to daglier
section where MaBA is described), to ensure thathability levels do not drop. Though its efficigns slightly
lower than SBA, EABA outperforms SBA in other dinrs@ns that are critical for audio applications g¢hall be
seen shortly). In general, a slightly higher numiienodes rebroadcasting does not have a detritneffeat (in
terms of congestion) on EABA’s performance, sinaedwidth is saved by lowering other overheads HigHo

packets.

|
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Figure 8: Efficiency of the various broadcast algathms, for 100 nodes.
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Figure 9: Packet overhead for the various broadcastlgorithms, for 100 nodes.

Figure 9 contains the hello packet overhead foh edgorithm. Recall that both EABA and SBA-mob adtdye
frequency of hello-packets to the mobility in thetwiork As can be seen, SBA has high packet oveshehdre
as both EABA and SBA-mob have managed to signiflgatower the usage of hello packets without
significantly affecting their performance in otidimensions.. Flood of-course does not use any peltiets.

We see that on the metrics related to the netwndkltaoadcasting, all three algorithms (except floexhibit
reasonably good performance: reachability is adedydigh, and efficiency is significantly low. SBAoes
incur larger overheads in terms of bandwidth corgion, which do not affect its performance in thienario of
100 nodes and no additional traffic in the netwdtkwever, as we shall see in the next set of empnis, in a
bandwidth constrained environment, SBA's packetrlogads play a detrimental role in its performancetee
other dimensions. Assuming that our MANET mightused for other applications like phone calls initold to
the community radio, we can quickly see that athons that do not conserve bandwidth (especiallyain
bandwidth constrained WLAN environment like ourrsaéo) would have a significant disadvantage.

We now discuss the metrics related to audio quald@tency, jitter and packet loss. Due to high Ilsvef
congestion, flood performs very poorly on all thddémensions and is not included in the graphs below

Figure 10 shows the end-to-end latency incurredHerdifferent algorithms. As seen, EABA exhibits fower
latency (around 23 ms) than both SBA and SBA-moltkvare close to 70 ms: leading to a reductionrofiad
one-third
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According to our observation, for EABA, SBA and SB#ob, the latency figures are in the absence of any
congestion. The primary cause of latency for SBA 8BA-mob is the RAD component. Recall that in SBA,
node waits for a certain duration before decidingethier or not to rebroadcast a packet, called th® R
(Random Assessment Delay). Thus the RAD compongndduces additional delay at each hop the packet
traverses. Since MaBA does not require a RAD corapgnthere are significant savings in latency when
compared to SBA and SBA variants.

In general, a latency of up-to 80 ms is consideaedeptable for VOIP data while higher values could
substantially hamper the quality of the connecfif]. With other traffic on the network or slighéldys caused
by congestion, SBA easily crosses the 80 ms levaliscussed shortly. EABA manages to keep lateradlin
check for most scenarios.
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Figure 10: Latency incurred for the various broadcat algorithms, for 100 nodes.

It can be argued that more than latency, jittexypla crucial role in audio quality, especially whihe
transmission is one-way (as in a broadcast). Fig@irplots the jitter values for all three algorithriVe calculate
the jitter at each node for each audio-stream emtthe maximum jitter value across all nodes (thde with the
worst jitter). This value is then averaged outrfadtiple streams across multiple simulation runs.

As can be seen from Figure 11, jitter is substiptiass for EABA; 10 ms compared to more than 39for the
other two. Also, the error bars in this case phat highest and lowest values in each case. As eaedn, when
SBA and SBA-mob are employeed, some nodes experigagy high jitter (in the tune of 75 ms). EABA
experiences a maximum of 15 ms of jitter, whichvedl within acceptable limits. In general, valugga 30 ms
are considered tolerable for VoIP data as mosibaemtecs are cabable of handing some amounttef [R1].
Clearly, the jitter caused by SBA would be challieggor an audio codec to smooth out.
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Figure 11: Jitter incurred when different broadcastalgorithms are used.

EABA manages to keep jitter in check because of pwimary features of its mechanism; does not uRAB
component that introduces variability and bringsmdaongestion in the network by minimizing hellackets in
the network.

We also measured packet-loss for all three algogththe results are shown in Figure 12. Packevagliwas
measured as the percentage of packets in a sthedrartived successfully at each node. Note thdesthat did
not receive packets because they were out of theonke (out of reach of the source node: either aliyeor
through hops), were disregarded for the packetdakzulations.
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Figure 12: Packet Delivery Ratio for various broadast algorithms.

Our experiments show that packet loss is suffityetdw (around 2%) for all three algorithms. Thisasv
expected as the current scenario does not incunatigeable congestion, which is the main cauggoket loss.
In general packet loss less than 5% is not notleeatnd is considered acceptable for audio quali®y. [

To summarize the results of this set of experimemesfind that EABA manages to substantially redjitter and
latency in the audio-stream in comparison to SBAI dis variants, while maintaining similar levels of
reachability, efficiency and packet delivery in thetwork wide broadcast.

The next set of experiments test the three algosthnder varying conditions of network densitynsmaission
range and congestion.
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Results of Experiment Set 3

As mentioned earlier, the three broadcast algosthmre tested under varying conditions. The firgtnge is to
the density of the network : this is achieved bgrading the number of nodes in the same 2000m Xrac0@a.
Figure 13 and Figure 14 show the reachability and latenspeetively, for the different networks, where nodes
range from 60 to 140. As expected with only 60 @n8des, the network is sparse and highly pargtoand has
very low reachability (around 60%). As the numbé&modes increase the reachability improves forttaiée
algorithms. However, the latency incurred alsoéases as the network density increases. AS sdegure 14,
the latency for SBA and SBA-mob more than doublégmthe number of nodes is changed from 100 to 120.
EABA on the other hand exhibits a slower increaskaiency. However, for a network of very high dgnél40
nodes) all three algorithms incur very high latentiie primary explanation for this behavior is tldter a
certain point, as density increases, the congestidhe network takes over. EABA performs best imbing
latency as the decreased hello-messages and abseR#&D both help its performance. SBA-mob performs
better than SBA, as the reduction in hello messdgestill significant (even though both use the RAD
component). However, for 140 nodes, the congestidhe network is too high even for EABA, even thhbuit

still incurs substantially lower latency than thber two.
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Figure 13: Reachability of the various broadcast gorithms for networks with varying density.
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Figure 14: Latency for the various broadcast algothms for networks with varying density

To test whether mechanisms to decrease power cqisumwould work with EABA, we tested the following
decreasing the transmission range of nodes to 2%6rs) in a bid to decrease the power consumeathtreode.
This has two fallouts with 802.11b: for a range26b meters, we get a higher bit rate of 5.5 mpbso, if the
range decreases, then for 100 nodes, the netwadkres very partitioned. Thus we test this rangenfore
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nodes in the network : 150, 200 and 250, as itearchat it cannot be implemented for only 100e®adh our
scenario of 4 Km square. Figures 15-17 containlt®ar this scenario.
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Figure 15: Reachability for 5.5 mbps and 250 m trasmission range.
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As can be seen, with a decreased range, the raktyhabdow (around 70%) even with 200 nodes ie thetwork.
At least 250 nodes are needed so that 80% reaithabihchieved and the network is not highly gatied. One
fall-out of decreased range is that the numberopksha message has to go through increases subbyamti the
case of 250 nodes, the average hop count is ldliftree algorithms. While this does not subsadigtimpact
the performance of EABA whose latency remains agld3M ms, it has a large impact on the latency iecliby
SBA and SBA-mob (from less than 70 ms to 100 msinarease of 43%). Similar increases in jitter \a#so
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observed for SBA and SBa-mob. The reason the iser@a hop-count effects SBA and SBA-mob is because
each hop adds an additional RAD delay leading saksstantial increase in end-to-end latency. EABAsdoot
use RAD and hence its performance is largely untdte

These results point to the conclusion that deangatfie transmission range to 250 m (and simultasigou
increasing the bit rate to 5.5 mbps) as an eneaxgirg option might work well for EABA, provided treare
enough nodes for overall network connectivity.

5. CONCLUSIONS AND FUTURE WORK

Community radio has been seen as a powerful mediotmonly for broadcasting information but also for
empowerment via the creation and disseminatiorocdll content. However, lack of traditional commuaticn
infrastructure in remote and poor regions, mainlie do economic reasons, suggests looking at atteena
approaches that might be easier to deploy and aftmedable. MANETS (mobile ad-hoc networks) comipiis
entirely of low-cost phone sets provide an affotdadnd simple alternative. We envision a truly aecdized
service, where the content consumers are also todugers, without the need for any centralized
control/censorship on the content that is broadcast

This paper explores the possibility of deployingtsa rural community radio service on top of a gegveer
mobile based ad-hoc network. Since only one useboaadcast at a time, issues related to who besasievhen
etc. do naturally arise. While not trivial to soltkey are beyond the scope of the current work S\WWgest that
scheduling and usage norms be decided at the iliag! via weekly user meetings, but other sohgimight be
worth investigating as well.

This paper concentrates on designing and evaluairgyitable network-wide broadcast algorithm fois th
application. While the literature is awash with doasting algorithms for MANETS, they are ill-sditfor the
audio application in question. The paper detadséhdesign insufficiencies of the best of existilggprithms and
goes on to describe a novel approach in which nadegheir past behavior to decide what to do witfacket.
The basic idea is that the broadcast algorithmbsamade more efficient as a stream of packets ctanfally
follow the same routes from the source to all nadeke network

We propose EABA (Environs Aware Broadcasting Algom), in which each node builds recent memory ®f it
own behavior. Each node also measures local netwothility around it, by gauging changes in its fdigr
table. When the network is dynamic, a node uses $&A existing algorithm for broadcasting, which is
considered one of the best but incurs high ovesjeadt once the local neighborhood is static anisstatic, the
node switches to MaBa (Memory-aided BroadcastimgpAthm). Hence EABA has two modes: SBA is used to
discover the neighborhood and update a hodes mesmarilaBA uses that memory to decide on futureoasti

Using extensive discrete-event simulations onliage mobility model we compare EABA’s performantoce
SBA. Our results show that EABA is successful isstantially reducing the latency and jitter in hreadcast -
critical elements for voice-quality in an audio-fpgtion. At the same time, EABA does not compramis the
reachability of the broadcast or the packet dejivatio.

Our results also indicate that EABA can deal wethvinigher levels of network congestion than SBAd & also
more suitable for energy saving interventions litecreasing the transmission range and hence power
consumption at nodes.

|
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As future work, we plan to look at mechanisms totom power (transmission range) on a per nodesbasi
depending on local network density. Hence a lesmage in dense part and longer range in sparss phthe
network, will maintain network connectivity whilénsultaneously conserving energy.
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