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ABSTRACT

In tils paper we have proposed and e val uated gz

'new non-survey method whereby a national input-output

coefficient matrix may be decompoged into a set of
regional input-output coefficients matrices. The
method is based on the technique of generalised inverse.
It obeys certain restrictions that have intuitive
Plausibility. To evaluate the method proposed here,
the Canadian national and regional data for the year
1974 have beer used. Dalvi and Prasad (1981, 1982)
demonstrated that their method of using the Moore-
Penrose generalised inverse to regionalise the national
table was found more efficient than the popular RAS
method. We demonstrate in this paper that the method
proposed by us here is more satisfactory than the one
Pproposed by Dalvi and Prasad both in terms of ita
economic implications ag well as its empirical perfor-
mance.
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I. Introcuetion

In this paper we devise1 and evaludge a method whereby
a national Input-Cutput coefficients matrix may be decomposed
into a set of regional input-output coefficients matrices and
apply this method to Canada. The process of decomposgition
proposed here obeys certain restrictions that have intuitive
Plausibility. while the disaggregation attempted in tis
paper corresponds to the politically distinet unitsin Canada .
-—- ten provinces plus Yukon and North West Territories,
eleven in all-- the choice of the level of disaggregation

is quite optional.

The need to find a method which can yield information
on regional inter—industry structure without recourse to
primary survey data is too well realised to require detailed
zcoaent.  Comprehensive reviasion of even national tébles can
be attempted only once every few years. A parallel effort for
every identifiable region in the nation is far more costly.
Ready availability of regional inter-industry detail is an

invaluable aid to economic planning in multi-regional societies

1stimulus for the preseunt paper comes from M.Q. Dalvi and

K.N. Prasad (1981 and 1982).



where efiort mu't be made to ensure the absernce of critical
bottlenecks — and serious surpluses -— on a regional bhasis,

The nation, after ail, is only a political aggregate.

Section II oI the paper sutlres the method of using
Peneraliged inverse and zxamines the weaknesses of 3 solu—
tion in term-~ of Moore-Penrose generalizeid inverse‘sugges-
ted by Dalvi and Prasad (1981). 1In 3ecticn III, we outline
our method, explain some of its properties and show its
relationship to Dalvi and Prasad (1981). Section IV briefly
describes the data used for this study and the results of

our calculations. Conclusions are presented in Section V.

II. ZThe Use of Gensralized Inverse in Regionglizing
a_National TInput-Output Table

The method outlined below allows for the fact that
in the Canadian Input-Output usc matrixz industries (dunoted 3)
use commoditice (deroted i) to produce gross value. As
industries and commodities do not have one=to—one corres—
pondence, bHhe matrix ies not a square matrix. Sincc a square
table may be vicwed as a special casge of a reetanguiar tagble,

a method devised for the latter would also works for the
former,

Consider a nation with n commodiftics, m industrics
and k regions. Our metnod assumes that the natioaal input-—
output cocfficivnts matrix is known and also that, for the |
“Ths Canadizn Tnput-Output Tables are available in thrce parts:
Input Mabtrix, Output Matrix nd Final Demand Matrix. In the
use matrix or Input Matrix, industries utilize difforent com—
modities as inputs to producc gross value. Dhc flows in the

mak: matrix, on the other hand, represent irdustrics producing
output in terms of commoditics.




same y=ar, &:ta are alsoc available on value added and gross
output for each industrj and region such that for each
industry tic mational gross output (value added) is an
arithmetic aggregation of regiomal gross-outputs (values
_added).3 Ceniral o the 'non—surﬁey’ method being proposed'
-hare is that the national coefficiert s afe,weighted average «
of the corresponding regional coefficients, the weights
being the proportion of regioual gross—-outputs to national

gross output in a given industry (Jj). Thus, symbolically

a§j (1)

ct K

where a;: 13 the national input coefficiernt for the ith

1d
commocdity in the jth industry, p? is the rth region's
share of 3tn- industry's national gross output and aij

is the input coefficient for the ith commodity in the j

industry for the p bR region.‘ In matrix form (1) may be

th

represented as

A = P . 4R (2)
(man) (uxmk)  (mkxm)

The usual representation of the input coefiicicnts in a

nationa) table with n ocxapolditics a27 LRSS E ey 7g

In ?he case of several countries, official egbtimates of
regionalvalue added by industry are availabic on a regular
basis. 3e¢ for instance, Statistics Canada (Qat. 261-202)
and €30, Govt. of India (1979).



in-terms of 2 roctanzular

each column of such 2 matrix ia writ

diagonal matrix.

,:‘";'3.

,..._.
O

_ ~
- B
e i l.._..—-'

e
1

e = = -0“.' .

P and A

1,] .0

L L B B N ]

LN B B

“n1

0
0

Thus

0

L N I

112 - s

LI N B

Xl

o

i)

n2

e * s & & ¢
e s & & ¢ =

matrix.

L s
L A ) LI
. L] LI

In (2)

ten as 2 row block

1Thove

O O L W ]
0 By * -

are ‘also block—ﬂl1conal matrices defined so

as

to conform to the set of identities ropresented by (1)

Thus:

d

O e o a s s & O

—

1 LR N B

Oooc-oo

10)]

. e O Oe o s &

e e &

LI Y

<

O"""O

.0

LU B B B N

4 43 4 BB a0 Q9 ¢ R

LI B B I

e

O v 2 = & 4 = (]

Q

- L] - - L]

&4m
Lo
0 A

(4)

(5)



srom {2), we can obtain,

B2 L a (6)
( micxmn) (mkzm ) (mxmn)

Dalvi. and Prasad (1981, 1982) use the Moore-Pen-

rose generaligzed inverse of P to get the solution as

k
aij = pI.‘.a.. / E(pr)2 (7

The Moore-Penrose Inverse used by Dalvi and Prasad y¥lds
a unique gsolution bzcause 1t imposes a well—-known addi-
tional restriction which ninimizes the norm of the solu-
fion_(ljiri, 1965; Rao and Mitra, 1971) for the soiution
given by (6); A possible consequence of this method is
that sometimes there may arise negative valuss—added in

certain industries in certain regions. This occurs because

the solution for aij yielded by (7) are such*that except
r

i)

and 0 for others and another in wich pg

in two extreme cases — one in which D isg 1 for gome I

= 1/k for all

r —— the consequence of relative dominznce for some region,
¥ , in some industry, J, implies that for that region

and industry p? / B(p?)z y 1. If, in such a case, I a,.
J o d , Y

pither equals 1 or is close to 1, i.e., the ratio of



(o]

value-adtded ﬁo gross oubput at nationzl level iz close
to zere, then ; afj may well exceed 1, thus yield-

i i, ——-
ing a n€gative vglue added. In parallel fashion one mMay
infer that regloi= secounting for small shares of the
national gross outpubt in a given industry-may got thelr
value added ratic to be hipgher than the national average.
This, if one defines 'productive 2fficiency! as the share
6f_v§lue added to grogs output then a likely consegquence
ZOf uéiﬂé the Moore—Penrose imverse, a la Dalvi and Prasad
(1981), may be a scmewnal paradoxical inverse relationship

between a region's dominance in an industry, as neasured

by its share in the national gross-output smd i%s efficiency,

as measured by its value added ravio.

I1I. Regionaligzation Baged on Generalized Tnverse
With  Value Added Constraints

In view of the uhoveconsequence, we Propose to use
the restriction that the proportion of.value added, both
in each region znd the nation as a whole, in each industry

is known as well as non-negative. That is:

_ n
vy o= 1 —i£1 ajy i j=1...mn (8)
n
r r .
ang vy o= 1 -ii1 dyy j=1...m

r=1...%k (9)



In Matrix form:
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‘I* is a colummwise block dliagenal matrix with n =2lements
in each coliumn a8 wnity and the rest seros.. Zach element
of 8§ 7plus the corresponding element of VvV, the gum of
the corresponding clements of 6R and VR s, mugt eqgual
unity as iﬁdiodted avove in (8) and (9). Bquation (11) con=-
fains the‘unknown_AR and serves ss the effective congtraint
on the solution of (2). In order to get a solution for Pt
consistetn with (11) we post-multiply(2) by I yielding:

R * *

(mxmk)  (mkxmn) {mnxm) (mxmn) (mnxm)
ice. P8R = & (using (10) and (11)) (1%)
. e P&Res._1 =1 since § is always a square fwm)
: diagonal matrix. (14)

Hence, we can obtain a generalised inverse of P from (14) as

= 57 . (15)

P+ 5R

and substituting (15) in (6) above, we have,

P L (16)
Since 5'"1 is a diagonal matrix and g% a column

-1

wige block=~diagonal matrix, 6R & is also column wise

block diagonal and the solution for the elements of AR = (aij)
ig given by:
T

r
ay; = (1=v3) ayy /(1 Vi) =

aI.'
1]
— (17
]

- D



where a” and  a. . satisfy the definitional cong-

il i
traint in (1).

The solubion obbainedin (16) iz unique since, P

is the product of two unique matrixes s ana 5"1.
Moreover,
. *
- PR - 4 18 = 5 .

DI Tt A

‘We also see that PPT* P = P and Pt P Pt - P am
PP - (P P++f. However, our solution does not generate

P** P a9 a symmetric matrix which is a proPerty of the Moore-
Penrose Inverse. Thus our sclufion would generally differ

from that used by Dalvi and Prasad (1981).

Iﬁ can be seen readily that the solution yielded by

= {17) obviates the difficulty encountered in using (7) because
it implies no relationship between a region's ‘efficiency’

and its ‘industry-dominance.' Regional input/output coeffi-
cients vary in direct proportion %o that region's relative
efficiency (inefficiency) in comparison with the national
avérage. A coroilary of this implication is that input-output
coefficients in a given industry would be the same for all
regions if and only if every region in the nation was equally
tefficient! with respect %o that industry. On the other hand,

one must 2lso note, that neither the Dalvi and Prasad (1981)
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method, using P¥ ., nor ours, using P°7, allows for inter-
regional variation in input—output coefficients based on

‘gubstitution characteristics. Our solution, moreover,

implies identical scale charact-ristics of the production
functions écross regions in the given industry. Thus
depend ing on the observed prauctive efficiency differen—
tials in an industry, we are implicitly assuming the
regional differences in the production functions in the

industry only in terms of the proportional factor repre-

senting the level of technology.

IV. 7The Data and Results

The two methods described abow have been Stested
with Canzdign data for 1974,4 ohtained from the Input-
Qutput Tivision of Statistics Canada. These data were
chosen beeause for 1974, we werce able to obtain input-output
tables for each of the 11 regions and fox the nation (cor-
sistent with the regionzl tablcs in the sensethat The
regional flows sum to tie corrCsponding nibional flow)
% the level of dinggrugntion {45 x 16) bascd on survey data.

Phus we have ~vailablce to us 2 set of 45 x 16-x 11 'true’ input~

4Note that Canadian input-outvut tables are rectangular,
in that the rows represent commodities and the columns
represent industries. These tables are available at
various levels of disaggregation., The present study uses
the most agsregabted of these in which the number of commo-
dities (n) cquals 45, and number of industrics (m) cquals
16 and the number of regions (k) equals 11, one for each
province and the last, the 11th, repressuting the Yukon
and North West Tawvritorizs hogothor.
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output coefficients agaiinst which we can assess the per-—

formance of the sclutions yielded by (7) and (17).

Dalvi and Prasad (1982) compare the performance
of their method Dased on the Moore—-Penrose inverse and
‘the RAS method anc conclude that 'when‘survey data on
.regional input-output are not available, the use of gene-
ralized inverse for regionalization can be made for empiri-
,¢§;'rggearch.with a larger degree of confidence as compared
‘"iébRAs method.' We have treated the conclusion of their
study as the starting point for thé present one. Conse-
gquently we have made no attempt to agsess the relative
perforiar@ of the RAS method of regionalization and the
Dalvi and Prasad (1981) Gencralized Inverse method with
regpect Lo the data uscd bty us. Here we only assess the
comparative performarcce of the two differcnt 'Generalized

Inverscs,' Pt and PH,

As stated above we have a set of 7920 true input~
outout coefficients and the same number of coefficients
enerated b& sach of (7) and (17). We regard tho first of
these as a set of 7920 observations on a random variable ¥,
the valucg generated by (7) and (17) as observations on
random variables X and % respectively. Corrcsponding cle—
mentg of X and Z, X, and Zi’ are proxies for or estimates

i
of V..
i
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Tt ether cr both of t.zse proxies were to be per—
fect then we would rave <ither Xi = Yi or Zi = Yi or

X, =% = Y, fox 511 i. 1In actual practice, however,
one may expect such correspondence to be only approximate.
In order to judge whether X or % provides a better

proxy we make uge ol a regression model. That 18,

Y3 = Qg +'a1Xi + €5 for i=1, <. 7920  (18)

and ;= Bg py3y + Uy TOF =Ty e 7920 (19)
1f Xi is a gpod proxy for Yi then we would expect

26 and 31 to be insignificantly different from zero and QoIE.

.~ pespectively, where QO’EH are ordinary least sguares

estimates. Analogous expectatlons would be held aboub

30 and'€1 with respect to Zg. A final criterion of

choice between (18) and {13) may Jiso bs the two coeffi-

" cients of determination ssgociated with these eguations.

- fhe esgtimated resculba are ag followgs

Parameter Estimated standard  t{iy: Intercept = O,Slopef;z;)
value Brror :
&o .0070 L0004 17.02
«, . 9659 L0145 ~2.35
r2 (18)  .3606
86 ,00008 .0001 57
B .9952 L0037 —1.45
2 (19)  .9202
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It is clear from the above results thab (19), which 1s

derived from (17), provides a much closer set of proxies
“than (18), which is dewived from (7). Wrereas B4 and
B, are inaignificantly different frou 0 and 1, respec-
tively, a similar conclugion 18 not poasible Tor a, and
%y Moreover, the explanatory power of the two regre-
ssiona, (18) and (19),fas given by the coefficients of
determination differs aubatantially confirming our comn-
“clugion.

In Secticn II above, we ~lso discussed a possible

An

paradox that resudts fronm (7) in terms of the relation-

ship between

(3]

L‘region's‘ﬂominénce‘ and its !'preductive
efficiency! in a given induétry. While the actuagl numbers
are not sc porverse as TO actbuslly produce a negative
value—added ghars zor the dominant region, they still sub-
stantiate owr argurent against the use of Moore-Penrose

" inverse for the solubion. Table 1 preseﬁts the provinces

shares in the naticnal

Sl

with the highest and the 1owest:
output in'the gix commodity produciﬂg industries along
with the corresﬁoﬁding ratics of value added to suhbpubs.
The figures in Table 1 clearly onfim our regervation
about the nature of the estimates generated by using the
Moor-Penrose gencraiized inverse. By comparing the ratios

of valusz addzd to output in daiffevent industries estimatzd on thee

0 wor obvious reasons, the extromes of 1 and O are nrot con~
sifered for ideniifying the provinees with the nighest and
the lowest shareag in the nationzl ouwkput in an industry.
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basis of (7) above with the gctval ratios obtainéd from
the official estimates, we find that withous eiception

in all the six cosmodity nroducing industries, the esti-
mated ratio is comsiderably understited in the "largest!
province and substantially overstated in the fsmallest!
province. On the other hand, 2 comparison of the actual
provincial ratios with the actual naticnmal ratios in these
industries, dces noi suggest any gyatemntie inverse rela-
tiqnship_9f this tyne between a region's 'relative sigze!
Fféﬁdﬁigé'iﬁkoductivé efficiency'. Our method of regionusli-
zation, as noted sarlier, doss nof rely on the 'size!' of
the province, ingteand, it étresses the relative 'productive
efficiency! of the province in the industry. As a result,

the 'implausibility' discussa2d above ig obwviated.

V. Concly~*

In this paper, we haives Droposed a New NON—survey
method based on the ftechnigue of generalized inverse with
value added constrainis to regioaalise natiqﬁal-inter~
industry table, The method suggested by Dalﬁi and Prasad
(1981, 1982) of using the Moore-Penrose generalized inverse
to regionalize Sho national teble is found less satisgfac—
tory than ours boti in terms of its cconomic implications
és well as its emyirical performance. Phe Ganadlan data
for the year 1974 have been usad to demonstrate the ¢ffi-~

cilency with which tht aational inpubt-output tables could

be rezionalized by following the method proposed herc.

*oH b



Tzble t : The Batimated” and Actual Value Addeﬂ Ratios for the Largest and
the Smallest Pr ov1nces by Cormodity Producing IndustriesiCanada, 1974.

Industry  Province Share of the Province H~abio of Value Added to Output

in National Output Provinoial Provineial  BRatlonal~
; a8timategdx* Actual Actusl

() (2) (3) (8 (5) (6)
a) THE LARGEST PROVINCES BY INDUSTRY

e Agriculture Ontario 0.2684 . 0.4672 0.5548 0.6076
Z. Forestry British Columbia 0.5116 0.1490 0.4054 0.4553
3. Fishing British Columbig 0.3185 0.4760 0.6847 0.6752

Hunting

Trapoing
Q ' I‘Iin‘:’ Sy Quari‘lGB

0il Wells  Alberta 0. 4455 0.3374 0.5956 0.6180
5. Manufictf&nﬁ Ontario 0.5074 0.0143 0.363%6 - 0.3342
6. Comstruc— = Ongario . 0.3521 0.1612 0.5020 0.4986
tion 3 ‘
b) THE SMALLES? PROVINCES BY INDUSTRY
1. Agricuiture Newfoundland 0.0018 0.9964 C.4642 0.6076
2« Foregtry P.3.1. , 0.0001 0.9999 0.7143 0.4553
3. Pish, Hunt  Saskatchewan 0.0163 0.97%1 0.8557 0.6752
Trap )
4o Mines, liova Scotia 0.0072 0.9893 0.5744 0.6480
Aarries
0il Wells |
O Yamufactur- ppq, | 0.0011 0.9978 0.2649 0.3342 (2.7.0.)
(=]

6. Construction P.E.I., 0.0043 0.9897 . 0.5118 "0, 4986
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Footnotes of Table

* Zetimated on the Lagis of (7) above. |
Note: The largest (Smallest) Province in an indusiry is the province accounting
the largest (asmallest) share in national output in the industry.
*X ¥
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