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ABSTRACT

This article obtains the stationary distribution of the
inventory level of an (8, s) inventory model with decay-
ing items. The demand to this inventory system is
governed by a general renewal process. ltems decay at a
constant rate >1independently and identically. When the
inventory reduces to a level <s, at'a demand point an
order for replenishment is placed and 1s recelved after

a random dufation whose distribution is arbitrary. The
quantity realised 1is variable and is such that the result-
ing inventory level 1s equal to S. Both the cases of
complete becklogging and lost sales are treated 1n the
present analysis. The stochastic process L(t) represent-

ing the inventory level at any time t is analysed Wy
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‘4dentifying an imbedded MRP, The intensity of decay events
and shortages are obtained in an explicit form, Based on
these rTesuits a total cost expression ijs derived. Numerical
raesults are presented to il*ustrate the use of cost expression

in identifying the optimal reorder level,

INTRODUCTION
The object of this paper 1s to analysé the stochastic

behaviour of an (S, s) ordering inventory model when the
inventory items are subject to failure (or decay). The
results are used to obtain a cost expression for the system,

‘whlch may be an objective to optimize the parameters.

Inventory systems of (S, s) type with non-perishable or
perishable items have been studied extensively in the past.
The previous work can be genéraily oclassified into three
major themes. There is a group of initial papers which
extends the classical EOQ formila for the case of inventory
systems with decaying items. Ghare and Shrader (1963)
obtained the EOQ formila for exponentiall§ decaylng items
conéideriqg the ordering cost and inventory cost. Shah
and Jaiswal (1977) determined the optimal level S under the
1assumption of back orders and instantaneous lead time. The
'second set of papers available in the literature deal with
the dynamic policy of arriving at an optimal order quantity
for any period. Only 1In a few cases exact results have
beén reported. Beoause of the complexity of the problem,

raeported rescarch is towards the use of various approximation
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procedurcs to obtain the optimal poliey by the application
of Dynamic programming methods.

Kaplan (1969) obtained the optimal sequential decision
rules for the case of random demand considering the order-
ing, hcelding and shortzge costs with the provision of dis-
crete lead time and backlogging. Fries (197§) obtained the
form and properties of the optimal policy for a perishable
‘gommodity with deterministic life time, in a finite horizon
model and continuous demand and full backlogging. Subsequently,
Weiss (1980) obtained the optimal ordering poliey for |
continuous review model with instantaneous replenishment
for items which have a fixed 1ife time. The results are
obtained for full backlogging as well as the lost sales
case. Recently, the analysis of inventory systems with
decayling items is triggeréd by the applications in the
blood inventory model, References 1, 2, 4-7, 15 and 16

deal with such models.,

There is a third set of papers published in the
literature which is relevant for the purpose of this
contribution. These papers discuss the stochastic process
induced by the behaviour of inventory model of (S, s)
type. SivazZlian (1975) establisﬁed the uniform distri-
bution of the inventory level in the statlonary case,
under the assumption of instantaneous lead time.
"Srinivasan (1979) provided an extensive analysis of such

a systetl when the lezd timas and domand times form families
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of independent identically distributed random variaoles.
Kalpakam etal (1983) analyse an (S, s) model with instanta-
neous lead tine and Seml Markov demand. Dirickx etal (1977)
obtain an expression for the cost of the system under the
assumption of Compound Poisson demand and Stochastic lead
time. Ravichandran (1984) provided a computationally
feasible analysis to obtaln the stationary distribution
under the assumption of phase type lead time distributions.

Nahimas (1982) in his review points out the need for
a Comprehensive analysis of (8, s) policy with decaying
items under reasonable assumptions llke positive lead time
etc. This paper ig to f£ill this gap and is complementary
to the work of Srinivasan [13), in the case of decaying items.

The present paper ahalyses an inventory model for decay-
ing items with a policy of (S, s) type. The meximum inventory
level is 8. The units in the inventory decay and are not-usable
after a random duration of time which 1s governed by a
negative exponential distribution, The itoms in the inventory
are assumed to ®e independent and identical with respect to |
the decay. The demand to the items stored in the inventory
arise according to a general renewal process whose inter-
arrival time 1s an arbitrary distribution. Unit qﬁantity is
demanded whenever there is a demand. The need to place an
order is assessed after meeting the demand, and an crder is

placed when the stock level at the review point 1s £s. The
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gquantity ordered is variable and can be decided at the
time of delivery. The advantage of this assumption is
- that both the lost sales and coﬁplete backlogging situa-
tions can be accommodated in the same model. The actual
quantity fealised will be determined in such a way that
when the,étock arrives the inventory levsel is egqual to 8.
The lead-timé is a positive random variable with arbitrary
distribution.

The structure of this artiecle is as follows:
-Section 1 de#elopes.thé basic notation and conceﬁts
necessary for the analysis, While Section 2 contains the
" impertant relations and functions necessary to cobtain
the key results concerning the behaviour of the system.
We then proceed to obtain an explicit expreséion for
the Probabllity mass of the inventory level and the
sxpected cost in maintalning this ordering‘polihy. The
next section relates severzl speclal cases with the

present analysis.

1. FORMULATION OF THE PROBLEM:®

| It is assumed that at time t = 0O, the inventory posi-
tion is s and there 1s a demand. The inventory level L{t),

*Fromw now on, we shall confine ourselves to the case
of lost sales,
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at any time t, 1is a random variable with values in
{0y 1, 2, +ve.S5}. Thus, the stochastic process {L(t), t 2 O}
is an integer valued process and the behaviour of which |
is our primary concern in this paver. The points of dis-
continuity of the process are those epoch at which either
there 1s a demand or a decay or a replenishment, In
~ the case of a demand or decay the inventory level is
reduced by one uhit, whereas in the case of replenish-
ment the inventor& level is increased to S, because of
our assumption on the varlable reorder quantity. In view
of the additional feature of decay of units, the behaviour
of the process {L(t), t -2 0} during successive demand
points when no order is pending, is governed by a state
dependent death process., We shall designate in our
analysis tho demand events as a events, as they correspond
to the arrival of a demand. BEven though the inventory 1s
depleted by the demand and decay, we assume that the
inventory level is assessed for reordering only at those
points when an a event occurs. A reorder results at t hose
pdints corresponding to an a-event, where the inventory
level <s. The reorder points are special events and are
of significance in our analysis. The reorder events are
denoted as r-events. It may be worthwhile to recollect
that an r-event is simply an a-event with inventory level
<{s. When an order 1s placed and is pending the behaviour
of the inventory is governed by a death proéBSS, which 1is
the cotbination of the demands that arrive to the system
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and the decay. Nevertheless, the lnventory level raises
td.s when the order materialises. The points at which the
inventory level reaches the level S are non-regenerative
[18] because of the arbitrary distribution of the
- random variablé governing two successlve demands. However,
lthe very first demand after replenishment l1s a regeneratlve
event and such events are useful in tracing the behaviour
‘of the process {L(t), t 2 0}. These events are termed as

b-cvents.

| It is important to notice that at the time of a
beevent the inventory level need not be equal to g-1,
hecause of tﬁe decay factor.. It may also happen that the
b-event may coincide with an r-event or an a-évent depend -
ing on whether L(t) < s or L(t) > s + 1. The demands that
arise when the stock-level is zero are of special signifi.
cance in terms of identifying a cost expression. We call
a demand that arise when the stock level is zero as
g--event. Hence, a g--event is glso an a-event with the
further requirement that the stock level is zéro. Some
of the b-events could be g- -events and no r-event can be a
o~ -cvent even though the stock level imnediately after the
r-event can be equal to zero. We use the stock level as
a second subscript to augment the information on the
inventory level, For example, the notation (r, i) will
mean an r-event with inventory level after the r-event 1s

equal to 1, O >¢ 14 s.
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The following symbols and notations will be used in our

distribution:

L(t) ~ Inventory level at any time t
L(t) € {0, 1, 2y +uu.s S}

£(.) - pdf of the randon variable representing
the time interval between successive
demand durations,

v(.) - pdf of the random variable representing the
lead time.

A ~ -decay parametér of the indiwidual item in
the inventory

B (t) - ecounting process assoclated with the
a-events in the interval (0, tl, a =a,b,r, 5vsd

R(t) - mnpber of reorders received in an interval

' of length t.
* - denctes convolution

C{n) {t) - n fold convolution of an arbitrary function
C(t) with itself.

C(t) - 1 «e(t)

2, SOME USEFUL DERIVATIONS:

We first study tire behaviour of the process
L{t), t » O} during an interval of length t given that
at time t = 0, there is an a-event, It is assumed that
there is no a-gvent (o, t). If the initial a-event is an
r-event, it is further assumed that this replenishment does not
occur in {0, t). ILet Py4(t) = priL(t) = 3 | E(o} = 1} for
such an interval., Then the changes in L(t} during an
interval of this type could be only due to decay. By using
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the independent and identical nature of the items stored
in the inventory, it 1s easy to seey with g = e'ﬁht, p = l-g,
that '

(3)qui'j, 0<igs; Js1

it

_Pij(t)
0 Otherwise vees (2.1)

£

The functions -
{L()>L(tHa =3 | L(0-)>L(0)

H
|
a——-’

= AAq 040 A PES - 5
Ll R R \Na(t+a)-Na(t)—i N, (Dp, 0) =

. R(t)

noon
Lo K
N

0K 1<s, 08 < max(0, 1-1)

representing the behaviour of the level process L(.) during
successive demands, with the further requirement that no re-

order materialises in (0, t) are given by the following

expressions:
fij(t) = f{t)Pij+l(t) 0< jgi-1, 122
= £(5)[Pyy (0P, (V)] 3 =0 1>1
= f£{t) i=0 =
’ j oc..(2.2)

The next result extends the previcus result for the case

of n successive demands. To do thls, we define the functlons

=g () by (2.3)
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(:‘..(t) > L(t+A1)= 3 L{o=) > L{o) =1 \

lim i | - : -
AA Ax0 B BT 4 Ny (BHA)-N, (1) = 1 | N (4p,0)=1 ....»(2.3)
N{t+A)=n I R () =0
a -
satisfy the following recurrence relations:
= (t) = 0 Jj>1=n
_n = o8
=iy (t) fij (t) for all 1 and }
i-(n-1)
2.4 = 3 L-Liey) » £2,(8) o0« 1=n
P T MY i 1S
1-(n-1)
n - n-1 a
”10(1;) kE 0 Aik (t) * fko(t) eese (2.4
Using (2,2) the functions =13 (t)s cé.n be explicitly
computed. '

Next, we obtain the pdf ofthe random variable represent-
ing the time interval from an a-event to the first reorder.

Define, for 1 > s+l, 0 J < s

'itr(t+A)-Nr<t)=l L(0=) >'L(0) = 1i

ar _ lim 1 ( _ _
7] (t) = 4,440 £ pr L{E)>L(t+A)= 3 N (84, 0) =1

8.0, t) =90
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It is worthwhile to notice that an r-event will result in an
inventory level i, with 0< i < s. In the case of i = 0, 1t
may correspond to a shortage (first) or it may be the lost
demand that is satisfied from the available inventory. Noti-
cing that an r-event can occcur eilther at the very first demand

or a subsequent demand we get the following explicit expression.

s+l=i i-n - :
HIOIEE SO AR SN cere (2.5)
n=1 k=stl.
As observed earller, because of lhe renewal process
characterising the demand process the replenishment points
are non-regeneratives, but the first demand after a replenish-
ment is regenerative and the inventory immediately after
this can be anything from O to 8-1, However, if the inventory
i1s less than s+1l, than zh%-eVent under consideration is an

r-¢vent. The next result characterises the duration between

an r-event and the b-cvent following it. -

Iet
{ Nb(t+A)—Nb(t)=1 L{D-) > L(O)A.‘
b lim 1 \
£y (t) = 8,A+0 £ pr 4 N (0,%) =0 NL(-87,0) = 1},
‘ L(ttA)=3 < L(t) J

)

0158y, }J2s+1

An expression for f (t) is obtained by reasoning as

follows: For the next b—event t0 ozeur, the arder placed
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at t = 0, has to materialise before t, say at u, u £ t.

Since, we arc looking for the b-event at t, the demand following
the repienishment should oeccur at t and the inventory level |
at this epoch should be > s + 1, Now to obtain the inventory
level at t, we need to know the inventory level at the last
demand before replenishment. .The last demand before replenish-
ment may be the first shortage or a subsequent shortage or
a'éegular a-event. Alternatively the b-event is result of

the very first demand that oceurs after the reorder is placed.
Using the obvious bounds on the total demand and the inventory

level the following expression results.
f“b(t) = £(t) 5t b(u)P | (t Jd |
13 _ o PV Eg g4\t - Widu

t t
+ 5, Yywdu § b(v)PSjﬂCt-v) f(t-ulav ... (2.6)

where
Wi(t) i-l1 in _n (t)
t 2 Z A, (%
1 =1 k=1 ¥

iotim zo (t) » [F(t) P (t) £8P, (t) ]
+ 3 b -~ » +

o0 .
s ¢(0) (t)
n=1

igl o (t) »[£(tIP  (E}+E ()P, (£)] *
+ XA t) t t)+f (t)P t
=1 k=1 ik k1 ko

[ N N (2.7)
The expression nhft) represents the inventory level in

an interval of length t, conditional on an r-event at the

origin and the inventory level specified at t = 0, The
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interval'under consideration has the additional property that

the order placed at t = 0, does not materialise.in (0, t)
.and the depletion in the inventéry is due to demand and decay.
The expression takes care of the cases corresponding to

_né shortages, one shortage and several shortages.
The following remarks are in order:

1, For D<K J < s, the same expression (2.6} is true.
2. For § = 0, the Pij(') terms_in (2.6) are to be
replaced by Psl(t) + Pso(t), as the démand may

or may not be shortage.

3. For the case 1 = 1, the structure of the equation is
‘the same, but certain summation items will dis-

appear.

For i=0, 0< J<s

SHOBERIO 52 () Pgyyp(t - w) au

+ El 52 £ (ayau Izbcv)PSjﬂ(t;v)f(t-u)dv ea. (2.8)
and
() = £t §, b@) [Byp(ta) + Bg (ew)lan

+ 51 ¢ e @au §° b () [Rgq (£-v)+ Py, (£-v)]E (t-u)av

LR N (2-9)



3. MAIN RESULTS:

. The stochastic proccss {L(t), t > o} has an imbedded
MRP whose transition probability functions are determined by

Theorem-1.

THEQREM-13 ‘ -
THEQREM-1: L . fmﬁftfa)_Nr(t)zl L{0=)>L(0)
Lot f" () = o pr ¢ |

1] BALAZO R T ge)sn(en,) =3 | N (4y,0)

:bhen,
| : :
5
T _ rb Th
fid(t) ~15'—§+1 £ () x £ j(t:) + 321 £3 13 (t) i, J £ s.
assew (3‘1)
PROOF 3

We need to find the probability of a r-event in (t, t+A)
conditional on a r-event at the time origin. For this to
happen, the order placed at t = 0, has to materlallse some-
time beforc t and a demand should follow it. Wwhen this
occeurs this may be a b-event or an r-event.  In the case of a
b-event, we require an r-event in the remaining time duration

conditional on a b-event. Hence the expression,

Using the funetions fij(t), we can determine the
probability of an r-event with inventory level j at any other

arbitrary time.

The hij(t) functions defined as -
}L(tﬂ\l) = 3 | T(o*) = 1)

1im 4 1 pr
8,8158%0 & }Nr(th)-Nr(tFl

[

N (B, 0)=1

A
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“are related to the fij (t) by means of the relation

SRCEENOR

T # £L i < s

veeesse (3.2)

Eguation (3.2) in principle determines the functions
hij(t) at least in the leplace transform form, However,
when stationary behaviour is the o ncerm, result (3.2) ecan
be used to obtain the stationary distribution of the process
{L(t), t 2 O}. By using the previous results now we are in
a pos ition to obtain the inventory level at any time t.

We first obtain the inventory level within a cycle of two

sucecessive r-events.

THEOREM-2 3

For 0 £ j & s, define \yj'(n, t) as

= 3133 pr{L(t)=n, N.(o,t} = 0 | N, (4, 0) =1, L(o*) = 13

as representing the probability that the stock level at
time t is, equal to n, conditional by an r-event at time
t = 0, with inventory level equal to J, and the additional

requirement of no r-event in (o, t).

In obtaining an expression for the probability
~p3(n} t), the following reasoning'is applied. The major
classification is based on whether there is a b-event during
the interval (o, t) or not. In the case of a b-event before,

care is taken to ensure that it is only a proper b-event by
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restricting the inventory level>stl. Once a b-event occurs
the futther classifications correspond to: (a) no demand and
hence ocnly decay, (b) restricted mumber of demands and decay

avoiding next r-ecvent.

The case corresponding to the non-occurrence of b-event

is elassified further into the following sub-cases:

(a) no b-gvent because the order pending has not
‘materialised in (o, t).

(b) order has materialised but no subsequent demand
to cause a b-event, honce decay is the only cause

for depletion,

_ t t '
qg(n, t) = §, Wy (w)du f, b)) F (t-u) Pg, (t-v)d?

t
+F () §, 00 Py (¢t ~u) du

S .
b \
+ % L) (t) » () 1< 1< sy nd>y.
met] K 8im ; , !

ceessnecsscss (3:3)

where \yj(t) is given by (2.7) and

() = F(e)P . (t) + {k-és”) kﬁm D (&) 3% F(t) Py, (t)
S i =l 1=srl T n
| cesese (3H)
v.yj(n, t) = All terms in (3.3)

+B (8) F(t) Py, (t)
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—  Jzl - _m -
+B(t) L T Ak (8) * [ F(t) Py (t)]
m=1 k=1
1< )< s, n<d
ceensacnnes (3.5)
- t |
¥, t) = F(t) §,00) Pg (v -u)du

t t
+ 50 f(u)du Su b(u) Py (£t-v) F(t - u)dv

t T om) & =
+ §, {fe= El £ wylau §, b (vIPg, (t-v)F (t-u)av
e
+ g £TP

ey Tk (£ % gy, (8D caes (3.6)
—8

1< ng s
where g, (t) 1s given by (3.4).

¥y (o, t) = All the terms in (3.3) and (3.5)

: oo - -
+ R(eEF (L) B(t) + n(tk T B ()« F(t) B(t)

m=1
vens (3.7)
where -1 j-n :
h(t) = Z Rt * {£(8) Py (8) + £(8) Py (8)]
cees (3.8)

t
uyo(n, t) = F(t) 50 b(a) PSn(t - u) du

0o % _
+ 2 2@ § b)) Pg (t-v) F(t-u)dv
=1 u
g |
b
+ £T9 (£) % g, (t) n>0
k=g+l OF k.

cees (3.9



:18:

where again g, (t) is given by (3.4).

o(0y t) = ALl the terms in (3.9) + B(¢t) eess (3.10)

il

¢1(oy t) = ALL the terms in (3.6) + B(t) F(t) Pyo(t)

+ B(t) [ £y« F(t) ]

o
+ B [ @)% = £58) 1% F(¢) ... (3.11)
=1
Theorems 1 and 2 can be effectively used to obtain the
stationary distribution of the process {L{t), t 2 0}. We

state this as,

THEOREM-3 1

x, (m,t) = pr{L(t)=n | N (-}, 0)=1, L(o+) =1},

0 1«<s
representing the inventory distribution at any t, conditional

on a r-event at the time origin is given by

Xi(n’t) = "r’i(n,t) + jz h (t) ¥* "‘Vj (n, t)
where the functions tyj(n, t) and hij(t) are obtained from
Theorems 1 and 2. |
THEOREM-& 3

The 1imiting distribution of the process {L(t), t 20}
lin

denoted as ){n = o Aln, t) is independent of i and is
. - 1 oo

given by ,\n = Z "ﬁ"j' fo '4’3 (n, u) du’ tere (3012)
| _ 1im r

Where Nj - t + o0 hmj (t). sewr e (3'13)
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We next attempt to characterize the shortages. Our
primary interest is to obtain the rate of shortages, in the
stationary case. This is best achleved by the first order

product density associated with shortages.

Define ) ' S
N (+A) = N_ () =1 | N (45,0) =1
b oo | - 1im ph
£°08) = A A+ 0R PT
N, (0, ] =0 L(0-)>L(0) =1
and
| N.(-847,0) =1
K (8) = Alg’; o & priN__(t+a)-N_.(t) =1
L{0=)>L(0) = 1

The next result characterizes the functions fid‘(t) and

hi (t) completely.

S
ny (t) = fi'r(t) + jEO h§‘3<t) * fg"”(t) eee (3.1%)

and for 1< 1< s.

*
The content of the expression for the case 1 = l, will
result in further simplifications in ().

-
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t
£ = £() f b Py, (t-u)du

t t
+ SO V5 (W)du Su b (v)dv PSO(t-v) fltaa)

_ . i=li-n _n 1 | S
FBWLZ 0 2 A 0 [ 2 2Py (03 £ (E)
n=1 j=1 k=0 n=1

cees (3.15)
where ‘yiﬁu) is given by (2.7).

The derivation of Result (3.15) is based on the usual
classification of elither a b-event in (o, t) or no b-event
in (o, t). The stationary value of h° (t) is obtained to

. 8 1 sOO r
be equal to X ¢ . (Wdu
! j=0 Ny 707 -

where N3 s are obtained from Theorem«t.

To obtain the cost expression, it 1is necessary to
study the decay events. We use by now the familiar method
to study the decay evdnts. That is, we first study the decay
events within a c¢ycle of re-events and use the familiar
Markov renewal argument to extend the results for the

general case. Iect d-dcnote the decay event and

(mye) - g = 1 RACHURERE

rd . 1im 1 -
By (8 = A A > 0& PF !
H

t

N, (0, t} =0 L(0-)>L(10) =1

The following simple result will be needed to obtain
the functions hgd(t}.



The function gg (t) representing the pdf of decay in

(t, t+dt) given the information of no replenishment or demand
in (o, %) 1is given by

) = ng ot B 2yt g o7 K

l k_';

with Ay = k7N and Pik(t) is given by expression (2.1).

THEOREM-6 ¢
The functions hid(t) is given by
rd 5
hit(t) = % ij Pley« [ BE) F(t) gf (1) ]
j=s*l

t
+ BOF)ed (1) + F(8) §, dbldegg (t-wau
i-11

i-n
+B(t) ¢z = (t)* {F(t) ()}
n=1 k=1 Rik { i

+S Y3 m)duf bWJB%bN)g (t-v)AVv ... (3.16)
vhere W, (t) is determined by expression {2.7).

The stationary valuc of intensity of decays can be

obtained as is done for the case of shortages and is given

by
5 hj (uydu
1 J

1n order to complete the cost expression in the
stationary case for the present model, we only need to get
the frequency of r-events, which ié obtained by the
followlng result: |
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THEOREM-7 3
P . | N, (0,00 = 1
- im 1 N - '
Iet hE(+} = pr {N,(ttA)-N_(t) = 1
then

8
nT(t) = = hf.(ty, hY,(t) functions arc determined
i =0 i i .
by equation (3.2).

Iim
t +c0

linm

t ~+ 0O

Defining h” = hj (t) and hy = by (8

the hT’s are determined by the system of equations
3

s oo '
r o~ T
h1j = kgo h, So fkj(u)du. Tais leads to an expression
r S .r
for the frequency of r-events ag h™ = X hj.
| j=0
THEOREM-8 &

let C, be the reordering cosf
Cy, be the shortage cost/per item/per unit time.
Cq be the unit storage cost per unit time
Cd be the cost of decay per itemn,

An expression for the total ¢Xpectad cost per unit time

In steady state is given by

(fc] > nR (n) e SN -
B([c] = C. = n=~(n)+ + + L
5 n=1 R nd

where the intensity constants h¥, h™ and n? are computed

from the previous results.

}
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4. SPECIAL CASES

Tr t-is section we discuss several special cases of
the model analysed in the earlier ssections. Before doing
that we note the following additional assumptions we have

made in the classical (2, s) inventory model.

1. The inventory level is reviewed only at the

demand locations governed by a renewal process.

2. The recrder quantity is variable and is
equivalent to the ilnventory required to make
the final inventory level equal to 5.

Assumption 1 is essential for the present analysis
in view of the non (negaﬁive) exponential demand durations
and arbitrary lead times, and the dcamy of the ltems in

~the inventory. The rcason for this review policy is as
follows: The depletion in the inventoryﬂcan occur due to
failure or a demand. While demand epochs generate regene-
ration points, thc epochs corresponding'to the decay
events are non-regenerative. Hence the continuous review
policy of recordering whenever the inventory level is = s,
by the nature of the system under consideration will
require additional information to predict the future

behaviour of the system.

Assumption 2 1is not all restrictive. The analysils 1s_

true even when the reorder quantity is fixed and is a equal



2l s

to0 a usual constant S-s. The logical derlvation of the
results and the associated probability arguments remain

valid in this case as well,

~

4.1, RENEWAL DEMAND, MARKOVIAN LEAD TIME AND DECAY

The stochastic behaviour of the inventory model under
these assumptions is fairly simple. Infact, the demand
locations induce an imbedded Semi-Markov Prqcess, the
analysis of which.facilitates the characterisation of
the process L(t) representing the inventory level at any
time t. The functions f?j(t) in the usual notation
represent the kernal of the SMP and they are equivalent

to,

it

£44(t) Pysy (8 £(8) Leens (1)

The functions Pij(t) used in (+.1) represents the
transient behaviour during a demand interval of a birth
ana death process with state dependent death rates. The
Chapman-Xolmogorov equatiﬁns of the process are¢ given by

(+.2) under appropriate specified initial condition.

Set Ny = iN, 1£1<8, H=20 _ﬁk'l = mean lead

time.

Pyy(6) = = %y Pyy(t) + Ay Py ge1 (8 0 J< S8
.ll(l+.2)

¥ Throughout this paper, and in particular in this section
it is assumed (5-s) » 8, to ensure the continued evolution of
the inventory system.



The distribution of the inventory level at any time;ﬁ(n, t)
is obtained by following the procedure in Section 3 and the
equations +.1) and (&4.2).

When the items do not decay the fij(t) functions have
a much more simple expression, as they represent the beho-
viour of a pure death process due to demand pattern and birth
due to replenishment. PFurther, the reorder points are
uniquely determined and they form a renewal process. Iet R -
represent the time duration betwsen two successive reorder
pbint and fR(t) the pdf. Then in terms of the usual notation
fr(t) = fgs(t). The following expression for fR(t) is
obtained by ciassifying the events according to a shortage
or not before replenishment. In the usuzl notation of

Sections (1) - (3},

t .
fo(t) = § fBMW) f(s's“l)Ct—u)du
o
t
+ g § f(n)(u)du I fiv u)B(V u)f(s s-n-l)(t -v)dv
n=1 o .
o0 Y
5§ o™ yan 5 £ (v-w)B (v-u)e 551 (¢t _y)av -
n=stl O .

ceees (4.3)

By using the imbedded renewal process 1% 1is posgible obtain

an expression for A~ (n, t) as

A (Mt = oy, t) + zl £ (6) %y, ) e @)



where s (n, t) are

$26¢

obtained as,

t
B (t) § f(s'n)(u) F (t-u)du

win, t) = s 1<{ng<s
t
glo, t) = B § £ wau
o
t
(ny, t) = f(u) Blu) P (tw=uld
Y, t) g u) B(u) Py 5, (t-uldu
¢ 5§ e®aau { rvaBEaw) P (t-v)d
m§1 g £ (u)du S fv-u vau. §-m-1,n E-V34V
+m;§+l g £ (u)du i f(v-w)B(v-u)Bg_  ;, (E-vidv
asane (”.5)
s<n<s5s
y(s, t) = - F(t) B(t)

and Pij(t) functions used in (4.5) are determined as

Py4(t)

When the lead

process takes values in {s*l ....... st.

= 0 j>1

= F(t) i=1

t .
§ £33 Fltawddu, 1< 1 ... &.6)
(8] X

time is instantaneous, the Stochastic

The pdf of. the

cycle time f(t), in the absence of decay and lead time is

equivalent to £(8-8) (4) ang



ym, t) = O 0<{ng s
= F(t) n=3,
= i £ )F(baddu s<n< S ... G.7)
Aln, ) = win, t) + El fén)(t)*- (ny, t) ..o 4.8)
Further, A(n) = {2 A(n, t)

: 1 oc
= x § yn, t)dt
(8«) x E[Demand Duration o :

= é_s)' L se e ()'{'.9)

a result in agreement with Sivazlian [17 ].

T

4,2, POISSON DEMAND, EXPONENTIAL DECAY AND RANDOM LEAD TIME:

The analysis in this case is simple in view of a unique
reorder point due to Poisson demand and exponential decay.
The pdf fR(t) introduced in the earlier sub-section is

equivalent to

(o8]
where “n; = 1%+ A4, Ny being the demand rate.

The Pij(t) functions used in (+.10) represent the
transisnt behavicur of a death process due to decay and

damand and expliecit expression for them 1s provided



below: |
Pij(t) =Ny o~ Mt N e~ P11t A ...’?\j+le' ?‘_j-i-].t 2 o~ M3t
_ 1341

¢ -Nu

= Pil(u) *[7\13 1% 71 du j=0
o = :

= e- Mt j = 1

= 0 | Otherwise ... (4+.11)

Using expressions 4.10) and (4+.11) the procedure
in Section 3 obtains the stationery distribution of
{L(t), t 2 O}.

It is worthwhile to observe the simple form of the
Expression 0+.10)‘eompared to 4+.3). This simplification
1s due to the assumptioh of Poisson demand .

Table 1, provides the total cost in maintaining the
system for unit time in the stationery case. fhe Fallowing specifir
relations and values of the parameters are congidered.

s = 20, unit variable cost = u, storage cost .2 x u,
shortage cost = u + ,2u, decay cost =u + J3u, fixed
ordering cost = 100, demand rate =N, décay rate N10,
1ead time distribution double exponential with parameters
¢ and 4 with mean —ggﬁ-g-. The combinationsAof Ny uy e

and d are presented below:

1. Z=.,1, u=25, e = 025, 4 =.l
2, \=.l, u=10, c=.025, d4=.1
3. A= 5, u=10, c= .05 a=.1
Y. M= .2, u=20, c¢= .4 da = .1.



Table 1

Value of Cost gxbrgggipn for gset of values in

. 8 1 2 3 L

-0 201,26 789,59 4+89.80 3727 .34
1 203.81 799 .43 4+78.58 385149
2 206,79 811,02 465, gt 4“001,56
3 210.13 £23.96 452.03 4168.77
i 213.06 837.67 436.93 L3u5.68
5 217.24 851.56 420,66 4526 .59
6 220. 7% 865.11 403.23 4709.13
7 224,05 877,87 384,60 4+889.73
3 227.07 889.42 36k, 77 5067.22
g 229.69 899,38 ™3.68 5240 ;54
10 231.82 907.33 321.31 54+08.96




3.

7.

10,

11,

$29:

Danchazan and Samuel Gal (1977) : A Markovian model

for the perishable product inventory, Management Science,23,

pp. 512-521,

Yvo M.I. Dirickx and D. Koevoets (1477) : A continuous
inventory medel with compound noisson demand process

and stochastic lead tize. Nav. Log.Res.Qly., Vol. 2, No, 4,

op . 57‘7-585 .

B. Fries (1975) : Optimal ordering poliey for a .
perishable commodity with fixed life time, Oper. Res.
Vol, 23, No, 1, pp. 4+e-61,

P.M. Ghare 'and G.F. Shrader (1963) : A model for
exponentlally decaying inventory. J. Ind. BEng,
Vol. 14, pp. 238-243,

H. Kapsi and D. Perry (1983) : Inventory systems of
perlshable commodities, Adv. Appl, Prob. Vol, 15,
pp. 671+-685 .

H. Kapsi and D. Perry (1984%) s Inventory systems for

‘perishable commodities with renewal input and poisson

output, 4adv. App. Prob, Vol. 16, pp. 402421,

S. Kalpakam and G. Arivarignan (1983) : Semi-Markov
models . in inventory systems., J. Math. Phy. Sei.
VOlo 18, ppc Sl-sl?- -

R.S. Kaplan (1969) : A Dynamic inventory model with
stochastic lead times, Menagement Science 16, pp.491-507.

8. Nahimas (1975a) : Optimal ordering policies for
perishable inventory-II. Oper. Res. Vol. 23, pp. 735-749.

S. Nahimas (1975b) : On ordering perishable inventory
under Erlang demand & Nav. Res. Iog, Quarterly,
Vol, 22 : No., 3, pp. 415425,

S. Nahimas (1976) : Myopic approximations fcr the
perishable inventory problems, Management
Science 22, PPRe. 1002"'1008.



$30:

12, . Nahimas (1982) s Perishable inventory theory & An
' overview, Oper. Res. Vol. 30, pp. 680~708 .

13. C.G. Pegeles and A.E. Jelmert (1970) : in evaluation
of blood inventory policies 3 A Marker Chain applica-
tion, Opers. Res. Vol, 1&, pp. 1087-1098.

%, G.P. Prastacos (1984) : Blood Inventory Management,
Magt., Sei. Vol. 30, No. 7, July g+, pp. 777-80L.

15. N. Ravichandran (1984) : A note on (8y s) Inventory
Policy, AIIE Transactions, Vol, 16, No. 4+, pp.387-320.
16. Y. Shah and N, Jaiswal (1977) t A periodlc review

model for an inventory system with deteriorating
jtems. Int. J. Prod. Res. 15, pp. 179-190.

17. B.D. Sivazlian (1975) t Contimuous review (s, 8)
inventery system with arbltrary inter-arrival distri-
pution between unit demands, Opers. Res. Vol.22, pp.65-71,

18. S.K. Srinivasan (1974+) t Stochastic point process
and their applications, Griffin, London. '

19. S.K. srinivasan (1979) 1 General analysis of (8, 8)
inventory systems with random lead times and unit demands,
J. Math. Pay. Science Vol. 13, No.2, pp. 107-129.

20. Welss N.J. (1980) : Optimal ordering policies for
continuous review perishable inventory model,
Opers. Res. Vol. 28, pp. 385374,



VIKRAM SARABHA! LIBRARY
INDIAN INSTITUTE OF MANAGEMENT

Vastrapur, Ahmedabad-380015.

This book must be returned by the date stamped below

—e*




