T. R. No. 47

He-

Technical
Report

SOME RESULTS Oif THE USE OF RANDOM
NUMBERS IN SAMPLING FROM FINITE
AND INFINITE PORULATIONS

by
Y .P.Sabharwal

\!\J{) 'QV#! }4%

4 IL JviE

AHMEDABAD

INDIAN INSTITUTE OF MANAGEMENT
AHMEDABAD



SOME RESULTS Oif THE USE OF RANDOM
NUMBERS IN SAMPLING FROM FINITE
AND INFINITE PORULATIONS

by
Y.P.Sabharwal

T.R. No. 47

Aigast 1974

Indian Institute of Management
Ahmedabad



LY

No, =2 i
Te
Chairiian (Research)
Iva -

Technical Report

¢y ;ﬁﬁﬂfz EEEN
/
]
.

ABSTRACT (within 250 werds)
Concepbral Provmerronmc iy Providesl fon e of.

Im wWetl thq)-._rr\, ‘l:tLM_)) neleussa b b (e M—eﬂ.?‘:e...‘

---------- R N I R O L R I N I A S S N S SR S B N A Y R I SRR BTN B

B efuedenk etaiee of oL (lhe ovtionsbon OF Ligdls

o ke &"F wee b0 e brachianer s Aebismina
......... DL A e B TS R R e e T T
A foradabon exeneine . TRe execk A

VA

e Mt o e wresuc 4 Livode at to Unividake,

haepl,
MV"&’““"‘Q Yoo b A:V\C/{h-a'—cﬂ/s Ane dirticg bast  fy
- . s-cn.uu.--.) .............. c@ 68 930 % e aa0eas -t»‘n-...........
® 00 g ...-c‘*;e:;b.a;.'r_‘z.wk ‘b'{' Y ¥ Lh_e d wm—*\;{ C= Q E :

’
LA LEE B B R L N N N S RN W N A I W Y

@ev tevengovsacncsrrannacv G0 SEC B2 Pr2EINIINNLLPENNON"IRLLIEOIEALCOLOEOILATVYSPOERUDEGD

%3020 0400000r0casar0tr0agn

Please indicate restricticns if any that the author wishes tc place
upon this ncte

LA NN AN IR NS LEON IO N R 5 60 008 P00 wes e .

RN R R R R A A NN N I A N YRS .cubw-ga.a.....,..c.‘,.....
4

Date .A.‘t};-;i./z i ././f.. Signature of the Author



ACKNOWLED GEMENT S

An earlisr version of this note was prepared for a
meeting (held in May 1969) of the Actuarial Society of India,
Delhi Branch, on the advice of Mr,D.R.Iyer of IL;I.C. Author
received snccuragement from Prof.Mohan Xaul to revise it in
the present form. Thanks are also due to Mr.Rajagopalan({who
was in Chair at the said meeting), Mr.Padmanabhan and other

members of the Society who participated in the discussion.



CONTENTS

Section
1. Introduction
2+, Finite Populations
3, Infirite Porulations
4, Sample and Simple Random Sampling
5. Rendom Numbers
6. Sampling From Finite Populations
7« Sampling From Infinite Populations

Page No,



1. Introduction

Sampling is an important tool for drawing quick conctusions
about a mags of data. Resort to sampling is often necessarv for
reasons other than saving in time too. in interesting science besed
on the concept of scientific sampling is that of Simlation. It is
proposed in this expository note to discuss at length the use of
random numbers in scientific sampling from finite and infite popula-

tions.

Although the basic idea is 0ld, the subject matter presented
here is relatively new. Readesble text books are only just beginning
to appear and the subject is not a fidy one. Further, the authors of
these books assume the consideration of such results, that are
presented here, to be the responsihility of the authors of text books
on probability theory, who have not in fact looked into these results

from this point of view.

2. Finite Populations :

By a population we mean a collection of units. A finite poTula-
tion comprising of N units may be specified either by its Frame(Table 1)
or by the Frequency Distribution (Tables 2(a) & 2(b) of certain chara-
cterictlc Y possessed by the units. '

Table 1 Frame of a Finite Population.

8.No. Unit - Location Characteristic Some fuxiliary
Identity _ Y Informations A

1 U L, 1, : A

2 Us Ly &3 Ay
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Table 2(a): Frequency Distribution of the characteristic Y

Characteristic Frequency " Cumulstive Frequency
Y f Cl
1_

V1 £y Cq =14
Yy f 1l
2 2 Cs fl+f2
L l _ T
Yy L Ck = fl+f2+. . .+fk =N

Table 2(b) : Frequency Distribution of the characteristic Y.

Characteristic Frequency Cumulative Frequeney
Y £ ¢t
1_
11- uy f1 C1 = fl
1 _
12- u,y f2 02 = f1+f2
-u £ L = £ 4 +.. .46, =N
11: Tk ¥ k- "172 Tk T

In fact, if the populsatinn is specified by a frequency distritution,
We can imagine a frame so that units rumber 1 to fl = Ci possesg the
characteristic value yq or ll_ul’ as the case may be, units number

1 s s
fl'l-l to f1+f2 = C2 possess the characteristic value ¥ Or 12-112, as

the case may be, and so on.



3. Infinjte Populations

An infinite population* is specified by the probability dis-
tribution gY,. o(¥) %k or ) ¥, £(Y) t, where p(Y) and £(Y) are respectively
E] - [
the probability function and the rrobability density function, i.e.

P_(
r
P (tddt ¢Yit + 4 dt)

~ £(t) dat.

p(,}j) Y= yj)

and dP(t)

In the latter case, a

S
P (1 «¥guy) = 1, £(t) :dt.

The physical implication of such populations is a collection of units
with characteristic value Y having relative frequency distribution as

giwen gbove.

4, Sample 2nd Simple Random Sampling
A sample is a "fraction" of the population. Thus a sample of

size n drawn from the population will comprise of n units (not necess-
arily all distimet - which calls for the quotes on fraction)uy u,...,

u , say. Bach uy is one of the units of the population. Further, we

Shall denote by Xy the characteristic value of uy .

"Sempling is the process of selecting units from the population.
We shell write :

(i)  for finite populations

u; = U, to imply that the jth unit of the population is
) inclnded in the sample gt the 1ith selection, and

(i1) Por infinite populat‘ions a

X; =y to imply the inclusion of a unit in the sample at the
ith selection which possesses the characteristic value y.

* Some authors prefer to call it a hypothetical vopulation.
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Simple random sampling (s.r.s.) is basic to all the sampling

procedures. The probability rules for s.r.s. may be expressed as
follows :

Simple Random Sampling with Replacement

(i) Tinite Population.
1

P (u, =U,) = = for all i and i,

r 1= "7] H

P (u, =U, ,u, =0, )= [ i1 =1

r (0,205,020, ) o iy =ig, J1#1J
;'Lf iy =13, J1 =12
1 »
—_ 3, Fi

ste. N2 1 2

(ii) Infinite Population.

Pr (xi = yj) =;p(yj) for all i and ],

1

) 1, =15, 14 # Ja
P(¥y,) 11 =12, J1 = )2

PFs,)*lrs,) 1 #1p

Pr (xi1= yil, xiz = yjz) =

ete.

OR dF(xy) = £(xy) dxgy for all i
dP(xil,xiz) = J~ f(Xil)* f(xiz) dxil dxiz 11 ;é 12

£(x1q)* dxiq iy =1p
Crc ., -

@ccording as Y is discrete or continuous.

Simple Random Sampling Without Replacement

(1) Finite Fopulation

P (ui E'Uj) =

=

11 = 12151 # P & il# 12’3153;

Pr (g, S04 %, 205p) = | :

j 1 = 1ig0dy T 3
1 ,
cte. br(n-l) 1, F g §y F 3

=4 e



(11) Infinite Population:
For an infinite population the concept of sampling without

replacement has little practical significance.

A one-digit column 5f random mmbers comnrises of digits 0,1,2,3,4,
5,6,7,8 and 9, with the provision that if the tth entry in the column
is X s then

P o(x, =3) = - for all t and j = o(1)9,

. ro tl =t’2’ jl?é 32

P X = = —1
T ( ti jl’ x‘t'z j2)'jig')—' tl = tgg jl = 52
1
T 4 Aty eeea (1)

A mmber taken from this column is thus a random selection from
the 10 murbers 0(1)9. A two-digit column of random mumbers comorises
of mumbers 00,01, ........ , 09, 10, 11,....,99, with the provision
that if the t entry is %y, 50 that the mmber is x,*10T4y, *10°
= 10 % + Jy» then %, and y, individually satisfy (1) and Pr(xt =1,
Ve =4) =Pr(xt = i) Pr(yt=_1) for all i and j.

A nmumber taken from this column is thus a random selection from the
100 mumbers 00(01)99. Evidently a two-digit column of random mmbers
can be formed by placing two one-digit cclumnse of random mimbers
parallel to cach other, the location of the makching being determined
arbitrarily. This affords an emsy extension to the case of d-digit
column of random mumbers. A mumber teken from this column is a random
selection from the 10% mimbers O... .o(o....01)1od-1. Of course, d is

a positive integer.

A bibliography, with notes, of the imnortant published series of
random numbers avpears in "The Advanced Theory of Statistics VoliM by
1.G.Kendall & A.Stusrt, Charles Griffin & Co.Ltd., london.
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6. Sampling from finite populations :

As pointed ouf in 54, s.r.s. is basic to all the sampling proce-
dures. It is sufficient, therefore, to describe below the use of random

numbers for s.r.s.only.
Consider first the case of ~~pulatiorn being smecified by its frame.

Case 1 : N = 10°

This cose is simplest in that we can associate the mmber i,
(i=0,l,...,lod-1), of ths d-digit column of random mambers to the(i+i)M
s unit of the population; make a randow chnice (withmut being pre-
judice as to the placement of numbers in the column) for the starting
poirt of the column of random numbers*. Following results/for A Fottor

s.r.s. with and without replacement :

(1) Simple Random Sampling with Replacemant

(1) Since Pr(ulj—_ Ujl+1) = 357 3

T 2 jz 1 'j
=P_(u, = Uj2+1)
R SR
~T10d T N

with jl, 32,.. .y In &3 the first n entries in the column, the n

unite irncluded In-the sample are U, +1, U, +1, ...,U, *+1.
91 J2 In

(2) Probability that any -articular unit is included in the

Sample exactly r times is

@) a-p

with i#e mean n/U and varisnce n(i-1)/57.

* When a device far gensrating random rumbers, e.g. a commuter routine.
is used in lieu of the column, this point is automatically taken care of.
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(3) Probability p(r,n) that a semvle ~f size n contains exactly r

distinet units is given by the difference eguation :

Ner-
p(r,n) = p(r-1,n-1) 1?1.-0- p(r,n-1) 'lI\T; ,
n

71 and r = 2(1)n,

with p(o,n) =0,
-1
p(1,n) = (B
p(r,n) = 0, T> n.

The average rumber of distinct units in a samnle of siz n is
Nt p
v [1- (YT,

(4) Probability p,(r) that a sample of exactly n units will be
required to include exmctly r distinct elements is given by the difference -

equation :
pp(r) =p,_ (r) Bl p _ (r-1) BEHL

The averasge value of n is

r-1
PR N _
N ¥ T.% ~ N 1oge Nor+l ! for large N.

(5) Also, pn(r) and p(r,n) are related by the relation :

n

p(r,n) =k§ Py (7) (i%)n’k and

p,(r) is the coefficient of 2" in
r=-1 -
zh'. w (-N_‘_) .
k=1 -kZ
. (8) Probability pg(r) that a sample of exactly n units will be
required to include the r preacsigned units instead of r arbitrary ones,(
£ )

T
-
k=1 (N-—i N-ksZ

ZI‘

Tz

e ceeff crents
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(11) $imple Random Sampling Without Feplacement

1) u = Uj1+l if the opening number in the column is jl. Of course,

P(u-U +1)—%

Let the next mumber in the column be j;) . If jg = jl, then pass on to
the next mumber. Imong the following rumbers, let j2 be the first such
number which is different from Iq- Then uy = sz +1. We verify that
P U = .
U = 3 2+1 uy = Ujl+1)
= PI‘ (32 # jl)
R E S
1041 B
Next, u j + 1 if ;]3 is the first next mumber other than jl and jz,
3

and so on. Thus, the n units in the samnle w111 be Uj1+ 1 U]2+1 veans

U, ¥1, where i,y Jo5..., j. are the first n distinct numbers in the
Jn d1r Y2 n

column.

(2) In this case the time reguired to comnlete sampling(measured
in terms of the number of random rumbers re?:luired for the vurpose) is

a random variablz, Probability that in-between j and I there are

exactly (r-1) numbers (zach equal to jl) is Eﬁl ( )r =1 . Probabs-

lity that in-between J, 2nd j, here are exactly (r-l) murbers (each
-2 -

equel to j, or 32) is '!'LN— ( N )r 1,

Thus the average time requirsd for a samole of size 2 is

o

2+ & (r) (EDEPTTT o2 e gy
r=1 i

In general the average time required for a samnle of size n would be

n-1 ;
= £ v 1/ (1 g
nt 2 ¥ log W/ (r=n+1), for large M.



Case 2: 103y <108 .

——

In this case we associate the (r+1) mmbers i, j+N, j+2N, ...,
j#2 N, j = 0(1) F-1 and r is the largest positive integer with
N-1 %+ Nr lOd-l, of the d-digit eolumn of random mumbers to the (j-i-].)th

unit Uj+1 of the population. To this sst of integers we shall denote
N-l
by Aj-l-l and bv. A the set U Aj+1. The remaining (lO(.i-l)-(N—li-Nr) =
j=0 .
1od- N(r+l) numbers of the column are not associated with any of the N unty

of Ine
/\popul&tian. We denoe the set of these integers by I. 4s in the

previous case, make a random choice for the starting point of the

colamn .

(1)  Simple Rendom Sampling With Replecement
1) v, = Ujl-b 1'i the mumber in the column which belongs to 4 is

one of the (r+1) mumbers jl(N)jl+Nr. Of course . -

Pr(ul ‘:-3 Ujl-l- 1) = Pr(number &'Aj1+ 1| number € 1)
(rt1)/18 _ 1
N({r+1) /104 N

Next : u, = U32+ 1 if the first next mumber in the column that belongs
to L is one of the (r+1) mumbers which belong to .Aj2+ 1.

1
P - = = = = -
r(u2 = sz +1 [u1 = Ujl+ 1) Pr(u2 = sz-l» 1) %+ Thus, the

I undts included in the sample are Uj1+1, Uj2+1’ ceny Uj +1, where
n

.11, .‘12,..., jn are the first n numbers in the column which belong to A.



- 10 -

(2) The average time required to complete sampling in this case is

109- N(r+1) _ 208
n+tn S N — ¢
N(r+1 N(r+1)

This is minimum for min. 4 and max. r and it conforms our way of choosing

r above.

(i1) Simple Random Sampling Without Keplacement
(1) As in (1),

u, = Uj + 1 if the first mumber in the column which belongsto A
- Jl

is one of the (r+1) numbers which belong to Ajl
= % . U = sz-l-l if the first nsxt number which does not belong to

+ 1. Also Pr(u1_=_ Ujl'l-l)

IU A, + 1 belongs to 4, +1. P(u,=U, +1iu,=U, +1) =
51 g5 to 4 (252 7, 51t

P 1=
r+1) (b)) /N(r+1) (8-1) (r41)  _ 1
r+l) /N(r+1 I T R

Next : Uz = U.‘I + 1 if the first next number which does not belong to
3

-+

I Aji 1 U Aj

+1 belongs to Ai +1, and so on.

2 3

(2) The averzge time required to complete sampling in this case is

n-1 d n-1
209 - (N-k) (r+1) 0 = 1
+ S == =
ST T () ) 2 N-k
a

10 r 1
= (1) loge i / (Nen+1){for large N.

This completes the discussion of the case when the population is speci-

fied by ite frams.
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In fact, all that we have discussed above applies to the situations
where the population is specifizd by the frequency distribution of the
characteristic Y. At the end of §- 2 we had indicated how a frame could
be associsted to a population specified by the frequency distribution of
Y,

When the population is specified by the frequency distribution as in
Table 2(2a),

1 1
- . — . Z Z
x, -—yj if uy = UR with cj~1 R scj »

In case the sgecification is as in Tab‘le 2(b), the characteristic value
X, of the unit included in the sample at the ith selection, corresnonding
to the cese u; = Up, with ci‘_ld Réc;‘ , can be estimated in the following
two ways :

1
R-cu4_
(2) X ¥ lj"“ _.:_3_3; (uj-lj)’ on the assumption that the frequency fj
J
is uniformly distributed over the class internal (1j-uj .

(2) x, % (1j"‘13): on the assumption that the frequency fj is concen-

treted at the mid point of the class intermal (lj--i.lj .

7. Sampling from Infinite Populations

(1) Characteristic Y is discrete -

Case 1: k (no.of distinct characteristic values) is finite.

Choose a bositive integer ¥ such that each of N p(yj) is integrel.
Let N p(ylj) = fj’ say, be the mrber of units possessing the characteri-
stic \7alueA;;rj in a population commrising of N units. Now »roceed to
draw a sample of size n from this popul=atisn as in the corresponding
situation considered in §6.
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Bvidently, it will be best (in respect of the average time required

. -1, .. ,..d
for completing sampling) to choose min d but max. N with 1od i{ LZL}O .
& &

Cose 2: k is infinite.
‘ A sl

L

Since p(yﬁ) 2 0 and 3 p(yj) =1, it will be possible, for all

practical purposes to consider only a finite number of distinct value
{or groups of values), Elg., Y1sVgse--s yk_l,;; yi? in case of uni-

model distribution with the infinite tail on the right hand side.

We can now vroceed as in case 1 with a possible use of the methods
outlined in §‘6 estimating =

While the method outlined above is general enough to cover all
situetions, special artifries are availabls in the case of standard
distributions. Following are illustrations of these :

(a) Binpmial Distribution

p() = B) ¥ o™, pe c(1 Jor

4 random observatinn Y on this distribution would bergiven by

Y= X1+ X2 + ...t Xn*

where X, are independent random obscrvetions on the "true" binomial
distribution.

Y p(Y)
0 q
1 p

(b) Geometric Distribution

. o
p(¥) =q* Y, p+qg=1

¥=1(1)0

Here " ;
. 0 i
Y:ylf Xizé'l i=Yy.
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(c) Negative Binomigl Distribution

Y1V v Y-r
p(V) =(_ ),p a ptg = 1
=1 Y=r(1)eC

Here Y = 21*12+. .oot Y., where 'Ii are independent random observations

on the geometric distribution considered in (b) above.

(d) Poisson Distribution

p(@ = 5" AV Y = 0(1)°°
y=0 il
= £ =
Here Y=k y Aif i}:—JXL 1 and i‘ff-i Xy 1,

where Xi are indenendent random observations on the exponentisl dis-

tribution with parameter }\—1, considered in (ii) below :

(e) Hypergeometric Distribution
B1) )

p(Y) = “(ﬁm{—' , I= min(o,n*-ng)

n*

max (ngp*)

Here
Y =Yl+ Y2 +0.ll+ Yn*

where Ii are independent random observations on the ™true" binomial
distributions.,

0 qy Py ¥ qy, =|
_ ﬂ'YL-Yz—. [ Lad Yi""l
1 Py By F (o, *0,)-(1-1)
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(1i) Characteristic Y ips continuous,

The three approaches that are available in this case ar
described in turn below : ol

(1) General Approach

Following result from the theory of probability distributions
is fundamental to this approach :

Irrespective of the probability distribution {—Y;f(Y)} of the
charscteristiec Y, the probability distribution of the signle-vatued
function ¥

z=F(Y) = J £@) at

is uniform with
dpr(2) = az, 0 £ 72<L£1.

Adlso: in ‘general, there is one to oné correspondence between Y and Z*,

The problem of sampling from any continuous population is, there-
fore, reducible to that of sampling from uniform porulation with proba-
bility density function f(Y) =1, 0£Y< 1. Method of sempling from
this population is, therefore, described first.

Place a decimal point in front of each mumber in the d-digit
column of random numbers. A mumber taken from the resulting column
is s randam selsction from the fractions 0(10}) 1~10-d. A random
selection from the contimious interval (0,1) will thus be had by letting
d > @. The limiting case is, however, neither.practicable nor necessar

in general. A choice for fhe_ value of d°cvam be made to suit the particul
situation at hand, and governed by the degree of accuracy desired.

*This part of the result is true over the effective range of Y provided
that f(Y) is a continuous function cver this range. A special conside-
ration will be required for the 'mixed' case.
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In the general case, let Ri denote the ith semv~le from the
uniform distribution. Then x, would be given by the equation

Ry = jxi £(¥) a¥.

~—

Right hand side is a function of xy; and success in so'ving the
resulting equation in Xy will depend on the form of this function.

Following particular cases are of vractical importance :

(a)  Eectangular Population.

£(Y) = s e £Y¥< b
In this case
Xi \ 1
Ri = f oy dy
a
= X -8
b-a

and, therefore,

x, = at (b-a) Ry

(p) Triangular Population I

£(Y) = —(-—2—)?— (b=Y) asY<D

b-a
so that
R,o= (1 —E (b-¥9 av
17 ja (b-a) 19

L
A ]

_ L Y
= 1. L (bxi)

and, therefore,

X = b=~ (b-a) ((1- Ri)
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() (Double)-Triangular Population II.

£(Y) = my (Y-a) at ¥4 m
m, (Y-b) m <Y< b

with 4 my (m—a)2 -4 gy (b—m)2 =1.

Here _ 2
o o[ Gy -0 B
1
2. 2
4oy (m - a)* ++m, (4-b)"'-%m, (mb)” R, 2R,
hul
where R = [ f£(Y) ay
a
= 4 (n-a)
Hence

b~ fZAR)/ (5 B 2R

(a) Exponential Population
s = ks -2 w50, vy
In this case

X3
Ri = _fa k

k(Y - a) 4y

[0

51((}{1—&)

i

1 -

Therefore,

]

log . (1 - Bi}

i

8 -

X

(e) Cauchy Population.

- -1 1 - 0L Y &0
£y) = e 1 +(¥-a)< ’ -
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S O | 3
ﬁi = JELQ; T EYEAY «
_ 1 . s -
= == [:A.Tan (xi -a) - 5 .:]

80 that 2
x; = a+Tan [ﬂ-(Ri + 5 X] .

In esch of the pbﬁulations considered abofé, the function

VE:5 £(Y) dY was good enough to provide & straight forward formula
connecting x; to Ri’ None of the following cases affords such
. formulae 2nd resort, to either mmerical integratinn/or use of some
numericai'méthods in individual cases or & reference to the standard
tables of ares und=r the probability curve will be necessary. There
‘are alternative approximate methods available for such situations; and
these are discussed later in this section. Here we present the general
fonmﬂaé.
(f)  MNormel Popy lation,

‘-V- 1
W = g e (4 (x-p) /e

x4
Here R, = fm £(Y) ay

-—

, Z PR
= J;: 1 exp {j-& Za :] az,

Sres

where z;, = ‘(xi -} xlp"is the standard normal deviate, and, therefore,
Xy = /L +. a—in;

A reference to the table of area under the normal curve will give Zi'
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(g) The Gamma, Beta (Type'I & II), Chi-square, F and Students' t
Populations also belong to this category. However, there exist
interrelationships. between (among) these distribution; and the
normal distributidn; and fundamental to all these is the Gamma
distribution.

For Gamme Population

BV = r%l) -1 vyo0 €50
i 1-1 -
Ri = ‘_£ m Y e day

The integral on the R.H.S. has been extensively tabulated.If € is a
positive integer then Y is expressiable as the sum of § independent
exponential variables with kX = 1 and a = O,

(h) Bivariate Normal Population

Bivarate populations arise when two characteristics Yl, YZ’ say

are agsociated with the various units of the population. In this case

; . /
£(Y,,Y,) = ——— -~ —TEn ¥
oty 2o -2 exp[_ 2 1-p%)
f( ¥,-H 1) ~_, P (Yl— ~ 1) ( Yz-’“’z)
o o o3

yA
*(YLILZ)} 7,0 70, ‘i‘/;,(‘w
0)»

Since the conditional distribution of Y , given Y is normal with hean

‘ 2
. o"
)CL + 2 (Y j/ ) variance 0—2 (1-?2)
GT

'jlhe characteristic valyes- xl and x2 can be obtained from the relatsons
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g =Ky 0z (Ry)

- €% R
%y =Hq = (xy3- 4
+T, A7 2y, (Byy)

Where Zli and 22 4 are the stzndard normal devistes corresponding to the

random cbservations R1 i RZi on the uniform distribution.

An alternative approach, particularly useful for the multi-
variate case, would be to use @ transformation which replace the

variables by independent varisbles.

(2) Discretimetion (Approzimation I) |
Yien—overapping
For appropriately chosen(intervals »(li- ui) , determine the

grouped probability distribution

Y Probability
1=y Py
1-uy Py
Ly Py
k vy
E: pi =1, pi = f f(Y) 4ay.
1=1 14

¥ow proceed as in the correspondingeage considered in é 6.
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(3) Indirect Methods (Approximation II)

These methods seek to exploit the inherent characteristics of the
sampling distributions one such example is the use of Central Rimit

v

Theorem in sampling from normal population, viz. If Rij j=1,2y...,Kk 87O

independent random observations on the uniform distribution then
K

7, = % j{i(Rij‘%)‘/Tz'lx

is approximstely ncrmally distributed with mean O and varianmce 1.

This fact is used to generste standard normal deviates to finnlly
obtain

X =M+ G"zi

In practice, it is sufficient to teke K = 12 which Zn ‘fact simplifies
12 the formula for Z; to -
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