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A Mathematical Programming Method to determine exact optimum
allocation in stratified random sampling
Ry *f. RAGIAVACHART

Indian Institute of Management, Ahmedabad

SU/MARY

The derivation of "optimal allocation'' of sample size's"t;o-”.
different strata in stratified random sampling does not take into
account the integrality, ﬁon—négétivity and upper bound restrictions
on the sample sizes. One of the consequences of this is that the
formula at times resquires more than 100% sampling in some strata.
In-this “.;’Japef'a::n exact integer programming formulation is proposed
and an efficient.irnéi}:lbd of flndlng optimal solution is given. An
alternative method using Iin‘creme'ﬁtal or marginal analysis approach
is alsoc gi‘;zen. A siamerical exarple illustrating tﬁe non-optimality
of the currsnt vrocedures and the _correspondiné optimal solution

obtained by the wethods of the paper is also presented.

Some key words : Stratified sampling; optimal allocation;
Integer programming; Dynamic programming;

Marginal analysis; Neyman allocation.



1. INTRODUCTION : CURRENT PROCEDURES

The well known problem of the "optimal" allocation of sa
sizes to various strata in stratified random samplimg design i

usually stated as :

L S n
minimize Var (yg¢) = z th_h (1 - n (1
h=l  Dp N, .
subject to |
| CRUT éé h%_+/7..1. tepn, = c o (1L2)
where
Vst = " Estimate of the population mean Y
L = Number df strata
Ny, = Size of the stratum h in the
population, h=1,.... L
Sh2 = ~ Variance in the stratum h,
- - h=1, .... L
W "= Ny /N,b=l, .... L
N = Sampie size in the stratum h,
h=1, .... L
G = Cost of taking single observation
: in stratum h; h=1, .... L
N‘ ! = Nl +N2 vae + NL

C = Total Budget



The "optimal allocation' i.e. the optimal solution to (1.1) subject

to (1.2)+s given by . °

ENEVICREE

np/m
T

h=1l,.. L 1.3)
zl

with »

Ny Sy (cp) 2
mo= C . (1.4)

S, )

The currenf procedure;%%is to solve for hh from (1.3) and (1.4) and
round them off to nearest integers. . The' rounded off solution’iay
exceed the budget. -It has also béen ‘reported that in some practical
applications, the values of m 'S0 obtained exceed the respective

" stratum populatisi sizes Ny for some h in which case more than
100% samoiing froa that stratum is called for by the optimal alloca-
tion formula (1.3). See, for exwple, Cochraﬁ'(l%& p. 103). f°
any stratum requires mqrgj:han 100% sampling, the current procedure
is to allocate 100% sanrplingif'-i.e. to‘takeb ny - Nh for that ‘stratum
and allocate again in the remaini_ng strata with the budget correspond-
ingly reduced. This prpcedure is repeated until one gets an alloca-
tion satisfying'the upper bound restrictior"it‘sfon hh' We shall see
later through an example that this sequential procedure need not lead

to an optimal ailocatien. '



The purpose of this paper is to give a precise mathematica}
progrémmingvformulafion of the problem and give exact methods of
solution which givés direct integét solutions of n, and maintain
the upper bound restrictions: nh j_Nh: ‘Two methods of solution
are given in the paper. One of them is based on ﬁhé dynamic progra
ing.principle and the oﬁhef on the incremental or marginal analysis

approach.

2. INTEGER PROGRAMMING SOLUTION

. The férmulation given by (1.1) and (1.2) is not cohpleté.
Integer restrictions on nh‘:and upper boun& restrictions'*nh>< Ny
“‘are not 1mposed Thus nh obtained by (1.3) and rounded off to-
1ntegers may not be optlmal In this section we give the prec1se

integer programmimg formulation of the >roblem.

- L ' 2 3 ’
Since wh Sh /Nh is a glven constant 1n (1 1) the problem

‘ h‘ , ,

of optimal allocation is given by : o
: : 2 2.
N ¢ @ ) L Ny Sy
maximize ces = - =
. nl, nL h=1 nh

subject

0_<_nh_5_Nh | h=1, .. L

my,  1is integer h=1, .. L



"f”%hiswis'ﬁ;ﬁoﬁ:iiﬁeafiintégér orogtémmﬁng ‘pfooiem ahd‘béloﬁgs
to the clzss of “distribution of effort" proolemstjhéee Wagner =
(1972, sec. 10.2 p. 333). This problem can:be solved by using
dynamic programning recursion. 'Assuming withoutvlose of generalityA
that the c3°s and £ are 1ntegers (if thoy are not we can multlply
. all theso b/ thelr 1e&st common multlnle) the dynamlc programmlng

recursion is

gy (P = maximum { ( Ry (nh)+ gh 1 ® =y )t h=l,... L
Ty
g, (p) =
where p # 0,1, .... C and the maximization 1s done over only non-

negative integers valun of my, satisfying ny < min (p, N, ). Here
R (np) = - =wh | ‘sh /op." The value sought is gp (€)™ This recursion

‘AgiVESgtheiexatt method to get-optimal allocation.

| Wé shall descr1be another method that has been proposed for
dlstr"butlon of effort problemb. lote that in tne optlmal so.ution
Eto (2 1), each nh > il. Thls is because the ob]ectlve functlon takes
flnflnltt valum when any -nh 15 Zoro Further for p051t1ve values

of x l/x is a decro351ng convex functlon S0 that £ (nl,‘;}.. nL)

is é ooo;oférfunctlon of n1 ::ii nL for all p051t1vA valu@s of )
nl; nz, .;{”hL.‘J Us1ng 1ncrcmental marglna1 ana1y51s approach :f .
-B Fox (1966) proposed a method for a speC1a1 class of 'Dlstrlbutlon of
Effort' problem~ See also E. Kao (1976) For our problem in Wﬂlch

FI



the m; 's are bounded by Nﬁ, we'give below an adaptation of B.Fox

“méthod. Let n denote [nl, .o nL).

Step 1 : (O) =a,1,...0
Step 2 . k=1
Step 3 : n( = p(k-1) e where ey “is the iEE-unit

vector and i is any index for which

Ry, @y 41) - Ry K Dyy/e is a

maximum where maximization is over h=1,.. L

suchrthatyhh(k‘l) <M.

Step 4; ‘ s IET (n(k) ) €; let n* = n(k-1) and terminate;
otherwise set k as'(k+l) and go to step 3.

For the case when the cj's are not all eqﬁél,-if T(n(33_3v=,C in step 4

of the algoritihm, the sélution is ontimal"if'T(n(k) )>C, the solution

-

obtained is nearly optimal. Thus when all the CJ‘_l i.e. for the case

of ”Ne&mah'ailbcation" , the algorithm ylelds an optlma1 solution.

See Kao (1976) for detaiis > the metﬁud anu Lor ‘& proof of optimality
for this classtof distribution of effort problems. A computer program
was written to oh;ain the allocations using formula (1.3) and the
dynamic programmiﬁg algorithm. The dynamic programming algorithm was
observed to be‘qgitleast when it was tried on‘a number of problems.
The dynamiélp}ogramming method is quite efficient to get the exact
optimal solution. The marginal analysis method, it is bélieved, will

be more efficient than the dynamic programming method. It should be



noted’ }&owever that the margmal analy51s method gives the exact
mﬁptmal allocatlon only for the *'Neyman allocauon" 'case i. e. when

-all c: "‘Since the dynamlc programmmg algorlthm gave exact optmal

j = =1
allocatmw in’ reasonable length of computer tune; it is reconmended

that ‘this a;gonthm can be used effectively.:

3, EXAMPLE

We present an example to compare the 'approximate' optimal
allocation commonly used (formula (1. 3)) with the exact optlmal alloca-
tion obtained by the dynamlc programmmg recur51on to solve the integer

program (2.1). The‘,»gmie is glven below.

"Table 3.1 : Data

Stratum o N, Sy, ¢y,
1 200 200 14
2 100 30 15
3 250 & 16
4 260 500 17
5 270 60 18
6 280 7 19
7 " 60 999 1
8 100 40 2.

9 10 5 18

10 120 400 17

C =1200



- O

The optimal allocation fornula (1.3) after rounding off to

© .+ integers yields mp, - h=1, ..iL. It was observed that n7 = 69 which

";aisfmarefthan‘N7

= 60, which means Over sampling in stratum 7. If

we take a sample of size 60 from stratum 7 and reallocate 'optimally'

among the other strata with a budget 1200-60(1) = 1140, we get an

allocation which satisfies the‘uppervbound restrictions on the popula

tion stratum size. The optimal'integergsolytion by dynamic programm-

ing recursion was also obtained. The results are, shown below. :
e B R A R U L

-+ Table 3.2 : Allocations

Allocation
using current. -
mothed ¢
(formula (1.3))
Stratum ‘ :

W0 O e N

[

Total Cost 1216

Sample sizes
allocation using

-(1.3) after taking

100% sampling in
Stratum 7

12

[SEa—

| T AN

50

13

1207

Optimal

integer
program

solution



"~ From the above table we can see that the rounded off solution
(colum 2 of table 3.2) is not-feasible with the total cost exceed-
in; the budget 1200. The optimal integer solution (colum * of
table 3.2) does not use 100% sampling in stratum 7. This shows that
even the solutlon in colum 2 of the table is not optlmal This
g_examplv thus shows that the Sequentlal method of using the
fbrmula (1 3) SUCCc551vely after taking 100% of the stratum size of
the over sampled strata need not producL the optimal 1nteger alloca-

. ‘tlonm O
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