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ARIMA Model For And Forecasts on
Tea Production in India

G.S. GUPTA '

Autoregressive integrated moving average (ARIMA) model was
advanced by PBox and Jenkins (hence also known as Box-Jenkins!
model) in 1860s for forecasting a variable. Though it has become
quite popular in the West, its application to Indian data is
still rare. This is basically because it is quite complicated
and. its appropriate use requires tong time series data. With the
requisite softwares, as well as the availability of relisble and
long time series data now even for Indias, resort to this method
is highly desirable. An effort is made in this paper to develnp
an ARIMA model for tea production in India and to apply the zame
in forecasting the variable under question.

ARIMA method is an extrapolation method for forecasting and,
like any other such method, it requires only the historical time
series data on the varisble under forecasting, Amcng the
extrapolation methods, this is the most sophisticated method, for
it incorporates the features of al] such methods, does not
require the investigator to choose the initial values of any
variable and wvalues of various Farameters a priori or through
tteration, and it is robust to handle any datas pattern. Az one
would expesct, this is quite a difficult model to develop and
apply as it involves transformation of the variabie,.
identification of the model, estimation through the non-linesr
method, verification of the model and derivation of forecssts.
In what foliows, we first explain the ARIMA model, then develop
the same for tea production using monthly data for Indis during
January 1979 through July 1991, and finally apply the ssme to
forecast the values of the variable during the future 12 periods.

1. ARIMA Model:

In its general form, the ARIMA mode! is expresszed as
follows:
ARIMA (p, d, q) (P, D, Q) ¢

Where P = order of non-seasocnal autoregression (AR)
d = order of non-seascnal difference
3 = order of non-seasonal moving average {MA)
P = order of seasonal AR
D = order of seasonal difference
Q = order of seasonal MA
s = length of season (=4 in quarteriy data. 17 in
monthly data, and so on).
B e
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1f X denotes the variable, the model could be expressed in
the form of an equation as below:
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which can be condensed as

a. (B) a' (B5) c1-8> Y1-eSHPx, = v (BY BB %) e
P P t i ‘ L
where X = Variable under forecasting
BE = 1lag operator
e = error term {=X-X, where X is the estimated
value of X?
t = time subscript i
aP (B} = non-seasonail AR
L 5
3 ﬁB ) = seascnal AK
(1-B)d = non-seasonal differences
(1—BS)D= seasonal differences
bq (B) = non-seasonal MA

b1(35> = seasonal MA

. A
as,a s,bs and b% are parameters.

The model as expressed in equation 1 or Z «contains p+q+P+D

parameters, which need to be estimated. The model is non-

finear in parameters so leng as either the data on X have

both seasonal 8s well as non-seascnal elements or/and the
*

-

mode! contains the moving sversge component (ie. bs and b s
are non-zerosl. Since the model is quite complicated, its
easy and most popular form, viz. ARIMA (1,1,1) (1,1,1) "is
elabrorated below:
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Expansion of equation (3) vields
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which on further expansion yields
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Thus, in the simple model of equation (3), though there are

only four parameters (3 a'r t:fb IQ! the corresponding
fore_ast sguation has many more terms. The coefficients of

various terms are made up of either single parameters oOr of

sgme combinafions of parameters. The presence of lagged

values of X variable indicates the autcregressive component

and of error terms the moving average component,

Given the parameters’ values and histerical data on X
variable, forecasts for X, can be obtained thraugh ggquz ticn

(4). Forecastsz for pericds beyond "L are obtained threough
the procedure of boot strapping, wherein the estimated value
for X, is used in generating forecast for Xy for X tand

Xy, are used for forecasting X, and soO OnG.

ARIMA Model For Tes Production:

Pevelopment of ARIMA mode!l for any vagigble involves three
steps: '

identification
gstimation
verification

Each of these steps is now explained for tea producticn.

Mode} ldentification:

fdentification 1is concerned with deciding the appropriate
vaiues for p, d, 9. P, D and Q. This is done through two
stages. In the first stage, the values for d and D are
decided and in the second stage those for ©p, g, P and Q.
Datails on these follows:



(a)d

ARIMA model is estimated only after transforming the
variable under forecasting into a3 stationary series.
The stationary series is the one whose values vary over
time only around a constant mean and constant variance.
There are several ways to ascertain this, an
applicaticw of which to tea production datsa {Table~1)
follows.

Dne way to check stationarity is to just compute mean,
and compare it with the minimum and maximum values of
the variable during the sample period. Mean of tea
production stands at 524 and its range between 61 and
70 (standard deviation=2Z817%. Since these reflect 2
wide fluctuation, the variable 1is nct ctationary. The
variable is also seagsonal, for the means of various
months data range between 102 (Feb.) and 838 (Sept.).

The second method of checking stationarity iz through
examining the graph of the data. Figure-1 reveals wide
fluctuations seasonally (as there are peaks and troughs
each year) and somewhat rising trend non-seasonally.

There is a statistical method also to ascertain
stationarity. This is through the computation of
sutocorrelation epefficients of variogus orders. The
values of these sutocorrelations for tea production are
provided in Table-2. As many of these are
significantly different from ZeT0, tea production is
far from stationary. Further, 3 careful examination of
the autocorrelations would reveal that these are higher
for orders 12, 24 and 36 as compared tc other orders
and neighbouring values. This indicates that the
series is non-stationary zseasonally {(menthly? as well,.

Non-stationarity in mean is corrected through
appropriate differencing of the ‘data. Since the
variable under study is non-seasonally as well as
seasonally non-stationary, One needs to take both these
differences once Or mWOTE until the stationarity is
achieved.

Thus, if X denotes the original value, non-s32as0n3l
difference is given by

and then ceasnnal (monthly) difference is given by

Zy = Y- Y
Xy = X - Ky T X413 ?

0

0‘1‘, Z-t = xt— Xt_i - xt_lz* Xt'l:‘: ------- . (4)

. 4



(b)

The newly constructed variable Z, could now be examined
for stationarity and if it is still non-stationary, one
can go on taking successive non-seasonal and seasonal
differerv.ces until stationarity is achieved. The
autocorr<lation coefficients of wvarious orders for Z

are contvined in Table-3. The results reveal that
while the first autocorrelation is significant, they
drop significantly thereafter wuntil seasonal factor
gets repeated. Thus, variable Z, appesrs to be guite
stationary.

Since each of the non-sessonal as well as seascnal
difference was carried out only once te arrive at a
stationary series, the value for each of d and D in the
ARIMA model is unity.

In case the original or the transforwmed variable has a
non-stationary wvariance, the transformation required
for 1its correction would be to either wcrk with the
logarithm of the variable or some power function (Ce.g.
square or cube of the variable) of the variasble. The
graph of tea production data in Figure-1 does not
reveal any non-stationarity in variance and so there
was no need to perform this transformsation for tea
production.

There is need to specify the orders of autoregres=zion
(AR) and moving averages (MA) before fproceeding with
the estimation of ARIMA mcdel. This can be done in tuo

WaAYS. Dne, choose separately these corders for non-

seasonal (p, qJ) and zeasonal components (F, d). Twis,
choose these orders for the whole series, ignoring non-
seasonal and seasonal components., The TEFP (Time series
Frocessor) package which we have used in estimating the
ARIMA mode ] follows the second procedure  and
accordingly that is the ore explsined beiow,

In order to chonse the sppreopriate wvalues for ¢
ocrders of AR and HMA. we need the plct cf t
autocorrelations and partisl autocorreiztions of th:
transformed (stationary} variakble 2y, The same is
available in Table-3. The asutccorrelaticn graph heips
choosing the appropriate wvalues for MA and partial
autocorrelatiecn graph these for AR. The rule in this
regard is simple. Whichever of these values are
significantly different from zero, the corresponding
are the orders for MA and AR. A careful exsmination of
autocorrelation grarh wouid reveal that these ars

~highly significant fcr order 1 and somewhat significsnt

for orders 12, 13 and 24. Thus, the model couwld ke
MA(L, 12, 13, 24} or zcme other ccmbinastions of these.
Similarly, partial sutocorrelation graph reveals thst

5



while it is highly significant for order 1, it is al=o
ressonably significaeant for orders 2, 4 and Z3. Thus,
the appropriate AR aodel could be AR(1), or AR(1, 2,4,
23) or some other corbination of these.

This completes the idertification of the ARIMA mcdel.
Tc summarize, d=1, D=1, and there are alternatives for
AR and MA. The alternatives are:

AR(1}) and MACLLl}
AR{1,2,4,23) and MA(1,12,13,24)
any other combinations of above oroers.

Model Estimation:

The
the
not
LwWO

(a)

most popular estimation method for a single equation is

ordinary least-squares (OLS?) method. However, OLS is
an appropriate method for an ARIMA model. This is for
ressons.

OLS method is awvailable for wodels with linear
parameters only and the ARIMA model contains nen-linear
parametars if it has non-zero MA compeonent. The latter
can be seen even in its simplest version, viz. ARIMA
(1,0,1):

~

Xt = 3‘0 + a 1 xt_l + bl et_l ----- L (6)

Where a, is the constant term, which 23n even bz ‘taken
as zerov. substituting for e, in equation (8), we hsve
; = 5, ! - X

Again substituting for X, from #Ane pericd lagged

version of equation (6}, we get

Xe = 39+ 3 Xpq * 5 Xyq - bylagr sy Xt b=

e
.
L.

E
-
|

ao(l_bl)"(31+ bl)xt_l —albg‘:': -3 "’b}. gt_z I N

In equation (7%, the intercept tzrz as well 3s ine
conefficients of XtJ and 2., 3r€ non-linear.
-



2.3

(b) OLS method does not yield urnbiased and consistent
estimates when the explanatory variables include lagged
endogenous variables. Since the AR comporent in ARIMA
mode ] specifies lagged endogencus variables as
explanatory variables, the OLS wmethod 1is inappropriate
even in the absence of MA component in the ARIMA mode .

In view of the above difficulties, the OLS method is
inappropriate for estimating an ARIMA model. Marquardt
({1963) has designed a powerful algorithm for estimating
ARIMA models through iterative improvement. where some
preliminary estimates are first chosen and then the
computer programme refine ther iteratively =0 as to
minimize the sum of squared residuals. The TSP package
contains this procedure and the same has been used for
developing the ARIMA model for tea production in India.

The alternative models identified above under Section
2.1 have been estimated through the Marquardt procegure
using TSP package and the results are provided in
Table-4., Comparing the three alternative models on the

basis of statistics such as §2. t-values 3nd Durbin

Watson values, one finds that the most elaborate form
is the most representative ARIMA model for, tea
production in India. Thus, the estimated ARIMA model

for tea production in India is
Zt = -5.06828 - 0.6384 Z; - C.2823 Z 4,5~ 0.0832 Z 4,
+ 0.2135 ey 43~ 0.5132 e 4.5 : cea s 0B

Model Vertification:

The model verification is concerned with checking the
residuals of the model to see if they contain any systematic
pattern which can still be removed o improve on the chosen
ARIMA. This is done through examining the autocorreiations
and partial autocorrelations of the residuals of wvarious
orders, both individually and coilectively. For this
purpose, the various correlations ufpto 25 lszgs were computed
and the same along with their significsnces are provided in

Table-5. As the results indicate. none of these
correlations is significantly different from zero at a
reasonable level. This rules out any systematic pattern in

the residusls.



There is a Sox-Pierce Q test to see if a number of
autocorrelations together are significantly different from
zero. Their Q statistic is given by

»
e=nY 1k .eere- ()
k=1
VIERAM SARABHAI LIBRARY
INDIAN INSTITUIE OF MANAGEMEN,

where n = sample size VASTRAPUR, AHMEDARAD-380018
m = length of the lag considered
Y = autocorrelation coefficient of order k.

The O statistic has a Chi-square distribution with m degrees
of freedom. The computed value of Q@ fcr m=25 equals 25.857
(vide Table-5) and the theoretical Chi-square value for Z85
degrees of freedom at GS% significance level equals 37.65.
Since the computed value is less than the theoretical value,
the joint test indicates that the group of autocorrelations
is insignificant. This proves that the selected ARIMA model
is an appropriate model. e

Thus, the ARIMA model for tea production in India is ARIMA,
d=1, D=1, p=23, q=24 with coefficients of AR terms 3,5 - 22
and MA terms 2 - 11, 14-23 as zeros. The estimation results
of this chosen model are available in the bottom third part
of Table-4. -

Forecasting with ARIMA Model :

ARIMA models are developsd basically to forecast the
corresponding variable. There are two kinds of forecasts:
sample period and post-sample period forecasts. The former

are used to develop confidence in the mcdel and the latter
to generate genuine forecasts for use in pianning and other
purposes. The ARIMA mncel can be used to vield btoth these
kinds of forecasts. e

Sample Period Forecasts:

The sample periocd forecasts are obtained simply by plugging
the actual values of the expltanatory variasbles in the
estimated esquation (8). The explanatory variables here are
the lagged values of Z and the astimated l3gged 2Ir0rs, and
the dependent variable is Z4. The so cbtained values for

Z, together with the actual values of Z, 3&r=e included in
Table-6.

Since Z, happens to be the stationary component of the true

Z )
variable X, (tea production). we must uvse their

B
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definitional equation (8) to derive the series on X ¢ which
would give the sample period forecasts for tes production.

Thus,

-~ -~

xt = Zt"* xt_l"' xt-lz_ xt_Ia ...-(10)

Using this equation, we have derived the sample perind
forecasts for tea production (X), wvhich, together with the
corresponding actual values are included in Table-B.

To judge the forecasting ability of the fitted ARIMA model,
important measures of the sample period forscasts' asccuracy,

both for the tea production (X)) as well as its stationary
component (Z), were computed and the same are reported in
the bottom line of Table 6. The mean absolute percentage

error (MAPE) for tea production turns out to be 14.1B% ‘while
that for the transformed variable at 23.91%. The Theil U2
measure for these two versions +turns out to be 0,46 and
0.48, respectively. These measures indicate that the
forecasting inaccuracy 1is low and that the ARIMA forecasts
are far better than the naive forecasts.

Post-Sample Feriod Forecasts:

The principal objective of developing an AR!MA mode! for a
variable 1is to generate post sample period forecacts for
that variable. This is done through using equation (8) for
the transformed variable 2 and gquation (10} for tea
preduction, These equations need data on a fow lagged
values of the variable wunder forecasting and thus forecasts
can be derived only upto the time gap between the current
period and the lowest lagged value._ sppesring as an
gxplanatory wvariable. In our select model, one period
lagged value appears 35 an explanatory variable and thus
forecasts are possible only wupto one future period. To
generate longer period future forecasts, which are needed
for planning and other purposes, the bcot-strapping method
is recommended. Under this method, the forecast for period
t+1 is used as the true wvalue of the variable in period t+1
while generating forecasts for t+2 period, snd so on. VUsing
this method, we have derived forecasts for the transformed
variable (Z) as well as tea production for the next 12
periods (months), and the same are reported In Table-7.
Thus, the forecasts for tea production during August 1991

through July 1992 are available in column 2 of Tabtle B, A=
the results wonuld reveal, tea production is forecasted to be
89,600 tonnes in August 1991, rise to 89,700 tonnes in

October 13991, fall to 14,300 tonnres in Februsry 182, ard
then rise upto 90,000 tonnes in July 1992,



Since the data on actual tea production in India beyond July
1881 sre yet not available atleast in published form, there

is no way to check our forecests with their actual
counterparts, However, one ca3an examine these forecasts
through a look at their seasonal wvariations. A careful
evaluation of the data over the las: over 12 vears (Vide

Table-1) would reveal that tea production was on the highest
level during August and September, and on the lowest level

.during January and February every year. It is heartening to

note that the forecasts in Table-8 do confirm rather exactly
such a seasonal! variation.

An Alternative ARIMA Model:

The model! presented in section 2 and used for forecssting in
section 3 above, is our chosen model. However, an
alternative model is presented in this section ‘o aid
readers to weigh the comparative benefits and costs cf using
a simple model.

It is rather apparent from Figure-1 that tea production in
India is highly seasonal but contains a poor trend. Under
such a situation, while seasonal difference is a muszi, non-
seasonal difference may not be very wuseful in transforming
the wvariable into a stationary series. To examine this, we
have also developed an ARIMA model for tea producticn on the
basis of seasonal difference only. The procedure followed
is as follows:

Yt = X - X g2 T
and X, = Y, + X, o B S
The results of ARIMA wmodel for Y  wvarisble sre ¢given in
Tables 8-12. The post-sample forecas&fs for tes groduction
obtained through this model (Vide Table-12. Ccl.Z) also0
conforms to the seasonal movements, where tea production is
the highest during August and September. and ths iowest
during Januvary and February. Cf the two sets «f fcrecssts
(Table-7 Vs, Table-12) which one is mcre accurate wiil be
known only when the actual data on tea production fz:r recent
periods btecome available. However, cur chosen model is the
earlier one and thus the values of Table-7 constitute our
forecasts.
Conciusion:
ARIMA model offers a gonod technique for predictinz the
magnitude of any variasble. Its strength lies in the fact
that the method is suitable for any time series ith any
pattern o©of change and it does not require the feore=scster to

10



choose a priori the value of any parameter. Its fimitations
include its requirement for a3 long time series (large sample
size), and a rather sophisticated technique. Like any other
method, this technique also dopes not guarantee perfect

forecasts. Nevertheless, with the easy accessibility of
computers, appropriate softwares, and “he availability of
long time series data, the ARIMA method 1is gaining

popularity and its use is onily going to increase over time.
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Table-1: Tea Production in India
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Lag Feriod Autocaorrelation Lag Feriod Auvtocorrelztion

coefficient . coefficient

1 0.798 19 0,631
P 0. 445 20 -0, 352
3 -¢.010 21 0.018
4 ~0. 432 22 0. 404
] -0.712 23 Q.&92
& -0.792 2 .794
7 -0. 684 2 Q. 657
8 -0.3%84 28 Qo361
il 0.024 27 =0.027
10 Q.444 28 —0Q.32464
11 a.7462 P -0.598
12 ' 0.892 I —0. &85
13 0.730 31 ~0. 568
14 0,399 2 e L A,
15 =0.025 I3 C. 003
146 -0.408 4 0. 357
17 -0, 4644 x5 Q.615
18 -0.731 26 0,720
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llléglg 3 ﬂutocnrrelation and Partial Autocurrelatinn Flats for
. Stationar Series (7)
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YTable 5: Autocorrelation and Partiail Autacorrelation Flots ¢or
: Residual (7) :

, Autocorrelations Fartial Autacorrelations ac fnac
‘E-’-‘-":===ﬂ==‘.‘.‘_"..‘.:=======..—=:=T.:_‘::-‘.‘:.'-'=::'==:::t‘.:=;—_::-‘_.‘:"_“'==::=========-“-===:====:=:=:===2:‘-’="==
H - e, : N : 1 0,113 o0.113
H . - ! - 2. {2 ~a.ag2 —0.094
' *xi o, ! *x{ o, VO3 -0.163 —0.145;
i L H R L 4 o 087 0,130,
! . ix, : TR 'S G097 o.nge
H [ i . . Vb -0.02g -0, 058
: . I - f7 =0.061 -0, 007
! . . ! . i, B mozo O.0IF
| . R H R E % 0,116 0, 082!
! . P, ! . i1, V10 0,078 o.o052
} . LR H . lEEH P11 Ol1es 0. 198
! w1 ! *x] o, P12 -0.127 -0, 144
! L. : . lEl V130,023 0.077
! S ! . i®E 14 Lo oo 0,122
: . i EE H . 1w, P18 ol1se Q079
H N ! N 16 o_0vs 0,093
! . ! N P17 ~0.020 0,037
! S H . 18 o.080 0,113
! - 1. ! o S f 1% 0,003 -0,075
! . lw, ! L Tt z0 o.077 0.078
! - luax ! R _ P21 0.117 0,170
! . 1. : . i 22 0,010 -0.110
H L ! - 4. P23 0,083 0,015
} N . ! SED ' 24 -0.048 ~0.080
! . LER : . i, 5 YR8 00123 0. 0S8
G-Statistije (25 laas) 25.857 E.E. of Lorrelations ¢.093



Table 6: ati:hal git_'ad- Estimated Values pf Stationary Component ()
and of Tea Production (X}

TEA PRODUCTION ¢ MODEL ARIMAd =10 D = 3 ar(5.2.4,23} @afi.12,13,24)

MNTH 74%) ACT.Z(R) ESTJ!(H ACT.X(E) EST] PONTH {208} ACT.Zt) ESTJX() ACT.X() EST mONTH |2tb) ACT.I(D) ES—;llf.t) ATt
3 : —+ —

192,01 =16 ~41.477 pi ! 11 1985.03 21 -27.585 265 214 1988.05 14 114,58 420

982,02 3 SN 4t 80 1985.04 2 M. 500 547 1988.04  -13B ~1720.73% =
#82.03 P B2185 bo 148 1985.05 ¥ 50.580 30 42 1988.07 U ~10.260 905
1%82.04 -87 2.1% 32 45 1985.08 -13 59,747 718 W1 1988.08 48 15.8%0 6
1%2.05 -3% 28.383 34 458 1985.07 3 -35.791 B&t 825 1985.08  -107 -§4.325 o9
19%2.06 WY 146.582 61 65% 1985.08 ~R1  -45.349 £34 840 1988.10 4 &3.778 811
492,07 ~123 -111.94} 708 719 1985.0% 8 B8.031 848 870 1988.11 104 19,839 &57
m2.8 179 57.9%% 784 693 1985.10 12 . 28.433 780 794 1998.12 -88 ~142.59% S6¥
182,09 44 -S53, 706 78S 772 198s. 11 - -57.615 54 562 1989.01 -29  35.563 103
082,10 -i7 -28.8%1 730 718 1985.12 -6 77.4% 22 3BS 1989.02 8 9.1 n
w211 7 43w 553 550 1985.01 & 13,112 124 93 1989.03 133 -49.625 18
2,12 1 X539 9 343 198402 -1 -23.%11 1 96 1959.04 166 80,438 542
1983. 01 -0 -~32.837 100 9 1985.03 -5 .14 199 226 199905 109 -120, 400 523
¥83.02 W 20,230 121 105 1986.04 % 76170 34 519 1989.06 182 127,803 838

963,03 57 8,455 183 195 1984.05 -2 -55.%98 473 49 198907 -183 ~179.690 807
PE3.08  ~101 48,384 2 491 1985,06 393 185.887 954 747 1999.08 134 30,541 942
FE3.05  -118  35.4%4 32 435 1984.07  -309 -274.869 ™ 625 1989.09 35 -47.05% 970
#B3, 04 188 1B0.658 47 740 198,08 B B5.M2 s BA&  1989.10 =38 -9L.T9 B44

P07 42 -B8.098 7SZ 706 1986.09 15 3.5 B4 9% 19%%.11 -7 1.1 41
3, 08 22 -14.808 B30 BI3 198610  -38 -T.940 4B 79 1989.12 -2 -NLET7 M
13, 09 48 15633 803 847 1986.11 1 19788 M3 532 1990.0t 23 A% 143
B0 -1 3% T 785 198812 I/ OSILSE 3 M7 1990.02 0 24 -28.480 143
8311 -7 21016  SB0 576 1987.001 -S54 -8.177 109 75 1990.03 55 -107.018 M
83, 12 59 BLSM 355 379 197.02 -10  T7.687 8 ADL 1990.08 49 ~90.437 615
Ba.0F -39 -3 W7 122 1987.03 TR BT 178 1990.05 7 20889 &3
bex. 02 -5 3503 13 152 1987.04 0 .M sA 73 1990.06 126 -BTRS 00 M2
184,03 b2 SAAB 29 1987.05 43 -48.397 A% 492 1990.07 135 706 B,
14,04 B3 BAAT 419 480 19206 -0 -67.805  7AB 910 1990.08 -i41 ~iA9.518  E90
94,05 92 .38 Sl 493 1997.07 Wi 187302 B86 793 108 - A2 89
fd.06  ~314 -151.582 62 B 1987.08  -10L -130.801 839 65 1990, 10 TS OBMI M
1A, 07 138 164457 @05 851 1997.09 7053 99 B9 101 -91 -100.827 582
PGB 37 2L B B2 19910 b 5.5 BF 807 19042 182 &0 41
w4, 06 -5 -L.B%3 814 BI7 987,34 -3 -35.263 549 567 1991.04 7 -Ns 13
BA10 -1 39.801 TH 785 1987.12 204 BR.062 549 437 1991.02 0 ~11.38 13
TRT -t -39.45%  SM 541 1988.01 247 -197.898 132 150 1991.03 0 L5 Bt
BL12 -1l TeW 3W 373 198602 -6 5T 100 180 1991.08 <22 -sA.E56 593
N B 345 124 9 1985.03 0 56.070 323 289 1991.05 2 W20 803
02 12 26258 120 106 1983.04  -9B -47.785 2SI  S60 199106 108 ~4.B21 900

: 1991.07  -9B -135.368  W0b

WPE(KL) 14.1B272  THEIL L20Xt)  O.4pdTS2 - PAPELTY) 23.91312 THETL UZ(Ik} €. 485373
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Table ?: post Sample Period Forecasts for Stationary Component
(Z}) and Tea Production (X)

Forecast xit-1) Forecact P(t-13)

211 SOL L Qi ¥ it
19%1,08  -20, 483 B79.3171 8364
1221.09 -2.3112 584. 0058 BGO
1991.16  —-432.889 FEE.11&C g8e7
1991.11  ~i1.4727 S14, 6200 844
191,12 56.628 GU&, Z18G 582

1992.01
1992.02
199203
1992, 04
199205
1992, 04

1992.07

-6 713
0. &8250
~7B8.8B35
~&. 79435
-2.7812

E=-r=-2 9!

-D20148

&£%. £0484
70.Z8735
135, 449z
AT4. 4544

XeE) = Zitr=: (-3 +X{t-12)~Xit—-137

18

417
14:
1473
751

57T
fon R

&3
SO0

QD&



Tab Le-8 Autocorrelation 4ap ial Antocbrrel tion Plots for
Stationggi Series !:I.

——————————— —wm =.—..~'.:==:..-==:=======-_-=========::====:=========z====.—:====
Autocorrelations Fartial Autocorrelations sCc pac
------—'-~—:=======~.:=====:====..—..::.-=::::::-_-:=====_—..=-_=.—-_.=:=.-=..—.==:=::==:=============:‘.:====
! .- 1. i - i . H 1 =G.017 ~0.017
- Iw, ! . %, P2 0,100 0.100
- . ! A 3 0,032 0,034
e ! -, {4 —o.072 -G.082
. ¥, H - iw, S 0.0B4 0,074
2 I : i i 6 ~0O.073 —0.058
I J ! «ED i 7 —0.089 -0, 105
- 1%, : - ¥, ' 8 G,050 G, 054
P ! . bW, P9 00010 0,049
" T ! . A 10 ~0.957 -G, 084
- 1. : b Pl 0.031 G.020
S X2 S i s L 12 0,232 —0.207
. 1w, H R I3 ol0e7 D.081
N H . i Pld 0,005 2.028
.1 : I 1S 0,021 0.043
. 1w, ! - . V16 0,047 CG. 001
¥ ! . 17 0,058 —0.033
. bE, ! N C 18 0,099 0,041
* L H %] LI ~0.134 -0, 1465
i X H - 1. C20 0,046 0,024
. . ! . 1 21 -0,015 O.020
*%] : L N P22 -0,13a -0, 144
O H «- . VZEE -0, 005 —-0.012
EEERE ] H *kFEEE ] P24 -0.384 —0.434
- 0. : .« TR, P25 -0.023 0.057
. W, H . ¥R : 0,122
= 2 H SED L Y H I 2 =T |
- 1. i -, ! T =0.G10-
« 1, H - 2% o.043 G. 008
. 1%, ! . i E, T30 0,044 O.111
.- W, H N F | CLO9S G100
P i P, S T Ty O, 4o
R, i i P23 -0,149 ~0.g09
. 1, H i F 34 0,083 -0 0324
. . H - 1. A —~. 103 —-0.011
- i, ! = P36 0L LGo -2, 155

=-.._.._.._....-..._._._.__...._—4._.._...__....._.-_.__...__...»._._.._..__.._.._-....__.._.— -....._......__...__...._-....__._._...__.._

_________-.-_.-_._.__.__._.-._.___-_
= ._._.-__,-_....—-._._-___—.._-..._..-..._-_.-..
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Table-9; | Estimates of ARIMA Model (Y)

==.-—..======================..':=.':.“:============::===-======:—=z==-=====::=======:
VARIAELE COEFFICIENT STDh. ERROR T-STAT. 2-TAIL SIG.
c 11.5926464 2.9127948 I.9799087 0. 000
MA(LD) —0.2,36417 0. 1320450 —2.110201% C.038
MA(24) —0. 6552080 0.1413423 —4.7067810 . D00
AR -0.42128%54 C.1110798 —I. 792463270 G 000
AR(24) ~-0,2617521 G. 078788k ~5. 3221987 0.001
R-squared 0. 523851 Mean of dependent wvar 12.83478
Adiusted R-squared _ 0.5046537 S.D. of dependent var TR .E7hH44
S.E. of repression J2.24718 Sum of souared resid FO0274,.5
Durbin-Watson stat 1.8154G8 F-statistic IO 25506
Loa likelihoad —-615.5603
Table-10: Autocorrelation and Partial Autocorrelation Plots for
: Residual {Y] . .
Auvtocorcelations Fartial Autocoreelations ac pac
H . iE, ! . i, Pl 0.0%1 o.a91
! . 1%, H . K, : 2 0.0B& Q.07B
i . IE, ! M {3 0,668 0,085
H - 1. H SEL P4 QU027 0030485
' - : - 1. H S 0031 “o.028
: S | .ol I & —0.025 ~0.029
' * H L N H 7 -0 144 -0.14%5
] - 1. ! A H B —G.007 0,014
' S : - f . R 0,008 0,000
H A ; . EE. P10 -G 100 -0, 090
H . H N Poll GLGST 0,083
: I i - 7. P12 69,007 0,074
H . EE . . 1 EFE I3 001T4 0,121
H A S : «E®L . P14 ~0 —Cr, G4
i . ¥, H - i, 1S 0.GFS 0.104
H . i . tles Q.02 0,004
! T H =¥l 17 ~0.0%92 0,134
; . i, ' N 1B QLOB9  G.115
: . S ; SED L {19 ~0.078 ~0.072
H «E D, H - % . P20 —0,069 -0,.043
Q-Statistic (20 lags) 12.551 S.E. of Correlations (.0%3

—_ —_— ..._.“..___.._....,._.__._.___.-...___.___._..._._.__....___.__.....__._.—..._Lt_.__....,._...._.-...._
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Tgble-11; Actual gnd Estimated Valuep of Tep Production
Through Stationary Var e Y

TEA PRODUCTION: MODEL ARIMA: D = 1, ar{12,24), m12,20

MONTH X4 X{t) Est, MONTH X(t} Xty Est, MONTH X(t) X(t) Est
1982.01 7% 80 1985.03 245 18 1988.08 = 79
1982.02 &1 50 1985.04 509 Sit 1988.07 905 905
1982.03 bb 1"s 1985.05 830 802 1988.08 906 856
1982.04 324 23 1985.06 M8 IR 1985.0% 8% |
1982.05 7] 30 1985.07 B4 819 1988.10 811 B
1982.06 bh1 699 1985.08 834 838 1968, 11 657 513
1982.07 708 m 1985.09 848 843 1988.12 569 "2
1962.08 784 782 1985.10 780 m 1989.01 103 15
1982.09 785 806 1985. 11 54 562 1989.02 i 139
1982.10 730 738 1985.12 22 M9 1969.03 169 256
1982, 11 593 557 1986.0% 126 132 1989.04 542 507
19a2.12 309 307 1984.02 110 15 1989.05 523 805
1983.01 100 &8 1986.03 19 215 1989.06 838 B5%
1983.02 121 55 1984.04 (L7 a7 1999.67 807 643
1983.03 183 171 1986.05 AT3 536 1989.08 942 904
1983.04 342 454 1986.06 954 802 1969.09 970 869
1983.05 k) 480 1986.07 91 852 198910 17| 801
1983.06 747 759 1986.08 845 832 1989.11 &3 o5
1963,07 752 782 1984.09 674 859 1989.12 346 m
1983.08 850 834 1986.10 768 798 1990.0t LA 152
1983.09 803 825 1984.11 543 580 1990.02 13 13
1983.10 4 758 198512 . 3% 351 1990.03 21 200
1963.11 580 559 1987.01 109 124 1990, 04 815 555
1983.12 355 349 1987.02 83 102 1990.05 &03 542
1984.01 107 114 1987.03 b 191 1990.06 792 808
1954.02 13 98 1987.04 s 91 1990.07 8% 873
1984, 03 7 204 1987.05 497 540 1990.08 890 884
198404 479 a7 1967.06 768 824 1990.09 - - 697 839
1984.05 561 78 1987.07 BS% B13 1990. 10 [:TT1 857
1984.06 662 756 1967.08 839 847 1990. 11 82 &%
1994.07 805 834 1987.09 93¢ 856 1990.12 a7 wm»
1984, 08 8hé 819 1967.10 827 787 1991.01 143 193
1984, 09 814 830 1967.11 569 406 1991.02 143 179
1984, 10 734 763 1967.12 569 389 " 1991.03 v il 2
1984.11 574 561 1988.01 132 1991.04 - 593 561
1984.12 38 8 1988.02 100 125 1991.05 03 457
- 1985.01 126 9% 1988, 03 n 29 1991.0% 900 5
1965.02 120 72 1988.04 530 545 1991.07 906 92

1988, 05 620 602

MAPE 11.48840 THEIL 2 0. 407340
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Table-12;

19%1 .08
151,09
199110
191,11
i9giliz

1952001

Post Sample Period Forecasts for Stationary Component (Y
;_nd Tea Production lxi _

Forecact
Yt
T BG5S
-l 078
-13.89¢
47, 17%
54.8557

29,386

—&1.290

TeER. 480

R L

Farecast
Xt
HGS., 4955
E7Z.0238
BIOL1511
6EF. 1791

191.2231
222.7095
53,5204
SEY. 245
B8P, 45883
EB&. &280

Yt +X(g—1D)

Eit—10)

S5
257
E44
582
417
14=
143
21
T
i
SAaly
Sl

22
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