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Abstract

The concept and nature of large scale modelling have been
presented. The necessity of having a good grasp of the system.
has been stressed. Some of the large scale modelling efforts
have been presented.
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Introduction: Many real life prﬂl::t\h:_'mc_:,l"i are brought forth by

present day societal and environmental processes which are highly
complex, "“large" in dimengaon and stochastic in nature. The
notion of "large scale" is a subjective one, in that one may ashk:
How large is large? - Many viewpoint; have been precsented on this
issué, ohe way to look at .large systems as those, whose
dimensions are so .1arge that canventional - techniques of
modelling, analysis and optimization do not result in &
reasonably good solution with commensurate computationa% efforts.
Another way to look at large systéms as‘ccmposed.nf a number of
interconnected sub-systems.' Often, in such & case, the praoblem

is de-composed for analysis and solution purposes.



Nature of.Large Scaié Models: The.éize of the problenm is not only
distinguishing characteristics . of Large = Scale hodelb.
Invariably,. all lérge scale models are charécterised b} its
distinctive structure. The modelling and andlysis of iarge
systems is very .closely related to the expioitation of the
special stﬁﬁcture agsdciated with the pérticular laﬁge- sYﬁtém;
Almost always large systems are studied &n-relatiun to a .éeai
life probleﬁ. As a result the system has .alsn a structﬂfei

similar to the decision making structure in the organisation,

viz. a hierarchical structure. Sometimes the system could be

fa

' 1ate;a11y decomposed —— productwise, locationwise etc. Apart
from fhe special structure ufrthe problem, the cb¥efficienta
matrix of the problem is inv%riably highly sparse. This makes
the claésical approach to modelling/problem fabmulatibn ~and
solutioA bhighly iéefficient. The use of a mateix geheratarr iﬁu
such a case becomes very useful due to the special structral
relétinnship; Sometimes, the ptroblem becomes large and. not
necessarilx coﬁp;ex, by multiplication of products, locations and
time periods. The study 6f large systems almost always :gnes
beyond usual 'cénvexity and linearity properties. One has tb'
exploit the special nature of the large system for modelling and
analysis puhphses. Te that egtent study of eacﬁ large system

becomes somewhat unigue.

Use of Lérge‘Scale Models: Study of large models can be used
broadly for two purposes:
(a) to get the operational parameters for uptimizatiun,

(b) to decide on the policy framework.
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In the first caselit is essential to get the actual values of the
decision vatriables. In case of a timetabling problem, one needs
te know the day and the period when a class is to be scheduled.
Sp alsec in A multistage distribution system, we need to know the
amount o©of warehouse space to be hired at differenf periods,
weekly/monthly/quarterly movement plén of goods etc.

In the second case, one need to analyse the implications of
various policy alternatives. Here one ié concerned with relative
outcomes and not necessérily the actua} output values. The order
of magnitude with certain level of accuracy may suffice. In &
locstion problem, one may be interested in the relative merits
(demerits) of each of the locations and trade offs involved. The
level of accuracy desired in respect of cost (benefit) associated
with each of the Igcations may not be very higﬁ. Similarly in a
agro—climatic regionsl planning model, one is not much interested
in the accurate figure of acreage for various crops, attu&l
output and such other outcomes. But one would be interested in
the extent of trade—off involved for various policy alternatives
in respect of cropping intensity, cropping pattern consistent
with differemt agro—climatic zone.-

The use to which the study is going to be put to, provides
one of the essential input for the mmdel;ing of large systeﬁ.
This will help in deciding‘ the " level of
aggregation/disaggregation desired, extent of details to - be

included in the model, decomposition structure of the model etc.



Modelling of Large Systems: Modelling of a large system will be
influenced among other things, -

- the use to which it is put to,

- available computing facilities,

- available éaftwéres and splutiun strategies.

The modelling process. itself gﬁes tﬁrnugh various iterations
before a desirable one is Db?ained. Certain amoﬁnt of data
collectiqn and computational effort is also quite common in
between the modelling iterations. In order to have a good model

of the system it is desirable to have a complete grasp of the

systems being modelled. . 1t is neither possible nor desirable to
model any system in its entirety. The boundaries of the system
need to be defined in line with the study objective. This will

provide clarity as to which section of fhe treality should be-
modelled. Since the modelling will be related to the extent of

.
accuracy desired, computing facilities to be used, software

capability and such éthers; it is desirable to have. these
-parameters firmed up as far as possible. It can bé mentioned
that a particular section of the reality can be modeiled in
several different ways, but each will have different benefits and

costs and will provide different degree of insight into the

reality.

Computational Strategy: Large Scale models, by definitinn, are
large and are amenable to solution by standard computational
methods. There are two broad computational strategy, which are

commonly employed for large scale models.



(a) strategy aimed at improving the computations efficiency of
Lnown solution technigues taking advantage of the special
nature of the problem,

(b} ctrategy aimed at developing essentially new solution
technique.

In the first category we have the various improvements to make

.

the simplex method more efficient. Some of these methods are
=
"product form"”~ algorithm, which exploits the sparsness of the

matrix, column generation technique and many such techniques.

In the second category the effort is more in terms of problem
manipulation t&- find new ahd efficient computatibnal methods.
Here “the basic nature of the problem is kept 1in view and
manipulation ics done in terms of representation ifi a model which
is eaéier to solve. There is no unique way of deing this.
However, good grésp of the problein being modelled, provides
better opportunities in this direction. Some of the common
approache§ in.probiém.manipulation are:

(a) isola?ing the sub system, having a familiar structure, which

ébuld be solved effciently with available algorithms,

(b apprﬁximating lineérity in a partly non linear problem,
(c) attempting meaningful decomposition, separation or partition

which will aid in efficient solution.

Very rarely only one or the other of the two approaches are
employed. In most cases both these approaches are used ¢to

differing degrees.



There have been certain developments wifh regard  to efficient
approaches to solving large linear proéramming problems, notably
the algorithm’ developed by Harmarkar.4 In espite of these
developments, péoblem manipulation and exploitation of spﬁcial
structure for making the existimg solution methode more efficient

remain most prevalent for large systems.

Some Approaches: The approaches 1In case of some large scale

models are discusszed here.

Timetébling: The timetabling problem analysed by Tripathys, deals
with scheduling of about 200 subjects over an academic year, in a
graduate program of one academic yearrduratinn. The students are
enrclled in 25 different strgams (specialigationfhgq the gﬁaduate
program. A direct msthematical programming formulation cof one
terms timetable,‘ out of the three terms in the academic year}
results in & binary integer linear program with aboutr 12,000
‘variables and as many canstraints. Here the modelling exercise
is more in terms of getting | rélevant' salution far
operationalising .the timetabkle and to a very limited extent
.ﬁﬁalysing the policy issues. Due to the obiective of providing
output for operatiocnal ‘decisions, the model has +to be run
iperiodically,- ét least a few times every term. This ¢alls for
“high leve} of efficiency‘in camputaticn,. which is inffuenced
signifitantly by the model represéntatinn of the problem. On the
basis of the study of'the system a grouping aperation was cérried
out “to reduce the size of the problem. The resultant prnbiem

formulation: is presented in Annexure-1. This problem



manipulation resulted in reducing the problem size considerably
to the number of variables being less than 4000 and the number of
constraints‘tu less than 1500, However, the size of the problem
still remains too large to be sclved by conventional ILF solution
methods specially in view of the fact that the model has to be
run tegularly. This necess&tated.a search for an unigque solution
strateqy. Relaxation method based on Lagrangean multiplier with
multipliers being obtained through subgradient method has been

employed. Differernt sets of relaxed problems can be obtained by

dualising different sets of cornestraints. Each of-such relaxed
problems praovide different degree of ease in computation. The

one finally used by dualising the constraint set (F-II1I1) oOf

annexure-I. - The resultant relaxed problem is presented in
Annexure-11. The ;js are the multipliers. The relaxed problem
has an unimodular structure. The flow diagram of the algorithm

used for solution ie presented in annexure—I111.

‘As can be seen Branch and Brand method has alsn been employed
here. The branching has been done on constraint sets after
identifying the most infeasible constraint. The charéctgristics
of the constraint sets, which is similar to & 'specisl! ordered

set’ has been exploited in the branch and brand procedure.

This timetabling prpblem is ‘characterised by its wuse for
operatinal decisions. The knowledge of the nature‘of the problem
has been uséd in "pfoblem—manipulatinn“ to reduce the size of the
- problem., A one-off algorithm has been developed for solution

_ purposes which ‘exploits the problem structure in obtaining a



relaxed problem which is unimodular and the "specizgl ordered set"

properties has been used for branching purpose.

Location: The location problem studied by Seshadri et al.6 deals
with centralised industris]l planning framework. In particular it
stucdiec the potential location for sponge iron units for a
developing nation. The model hés to be used essentially for
evaluating Qariuus policy alternatives in order tc come up @ith
policy guidelines for the location of sponge iron units. The

modelling exercise is expected tc address to the folloﬁing

issues:
1) Which subset among an identified set of potential locations

should be chosen for locating new plants. New plants are
required because markets which are located at™ known discrete

locatione have known and growing demands for the product.

) What process technology should be chosen for the new plants
at each location, given that several processes are available for

_producing the product.

3 " What should be the capacity of each of the new plants and
‘how should this be built-up overy time. The latter relates to the

question of time—phasing the plants.

4) How should various types of raw materials required for
manufacture of the product be allocated from their respective

multiple sources to plants, both.old and new.

%) ° How should the finished product be allocated from plants,
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both old and new to the markets.

In the above, old plants refer to plants that are’in operation at
the beginning of the'planning horizony; while new plants refer to

those that are added during the planning horizen.

IERAN BARABHAY LYERARY
SDAN INSTITUTE OF MANAGEMER
ASTRAPUR. AMMEDARAD-350056

On the basis of -the above it could be described as a Dynamic
Mﬁltistage Multicommodity Process Selection Location - Froduction

Allocation (DMMSLFAY Model.

The general formulation of the model results in the following

problem présented in Annexure-IV.

The parameter with eappropriate subscripts represent the
following:

- Fresent value of fixed cost

F
C - Fresent value of cost (as per subscripts)
D' - Annual Demand

,-A - Annual Capacity per module
5] | - Annual availability
f - Allowable over capacity
r - Requirement-per ton of output
™M - Maximum number of locations to be decided

The model size is dependent on the numbher of time periods to  be
considered, number of potential locations, number of market

centres etc. While it is desirable to have higher values for all



tﬁe abuve parameters, the problem size becomes & hihdrance.
dccordingly, one - has to stri&e balance between the size of the
problem and the marginal utility of increasing the parameter
dimensions. .Accurdingly, the nature gf the policy decisions were
analysed and the problem was formulated to provide maximum
utility consistent with the size. Three time periods each of 5

years durations were considered, which were in line with the

planning horizons. ,Similaﬁly the number of potential locations,
market centres etc. were decided keeping in view the nature of
the problem as it existed. This resulted in & mixed integer

program with over 3500 variables and nearly 1000 constraints.

Ever with this reduced size, experience in solving with standard

MILF packages with available computing facility indicated
excessive computational time. This suggestéd' development of
specialised algorithm for solution purposes. The flow chart of

the algorithm is presented in Arnexure-V. The algorithm is based
upon .partitioniting the problem into sub problems one for each
period, generation of initial partly feasible solution,

decomposition and branch and bound.

The modified algorithm resulted in solving the problem in 1/8th
of the time initially experienced. This also helped in analysing
the various policy alternatives and carrying out wtensive

sensitivity analysis.

Warehousing and Distribution: = This study deals with the
warehousing and distribution of a bulk commodity, in this case

fertilizers.’ The problem is characterised by
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(i) Multistage location of warehouse due to multi—-tier

distribution system,

(iiy- Multiproduct - multinutrient situation

(iii) = Seasonality of demand

(iv) Transportatipn restrictions

(v Limited warehouse space and specialised nature of

warehouse hiring -and fixed and variable component of

warehouse trent.

The modelling exercise 1is eupected to provide assistance in
taking opetating decisions as opposed to _analysis af policy

options. The various decisions involved-are:

(i) Location of warehouses (At all tiers of distribution)
{1i) Space to be hired at each of the warehouses

(iii) Inventory to be carried at different periods

(iv) Distributimn plan over the planning horizon, etc.

The problem discussed here ics different from the classical
warehousing ~ and distribution problems due to its multistage
lotation of warehouses and location and distribution decision in

a multiperiod context.

The formulation of the problem results in a mixed 0-1 integer

praoblem with very large sire. - As a first step, to make it more
tactable, the praoblem has been deromposed into various
independent problems. This decomposition has beén done

territorywise (which are faiﬁly independent) keeping in view the
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decision making framework in the organization and the nature of
distribution logistic. Pirect formulation of the problem does
not result in any meaningful special structure_for computational
pUrpoOSEE. Accordingly, the ctonstraints have been restated and
the varisblez have been re-defined to get a special structure of
the problem for solution purposes. The problem structure and the

structure of the subproblem has been shown in annexure-vI & VII.

’

A typical territory problem has the following size:

Number of 0-1 integer variable — 120

Total number of real variables - nearly I3, 000

Total rumber of constraints — nearly 16,000

'Apart from the s=ize of the praoblem, - various computational

difficulties 1like degeneracy due to large number zeros in the
right hand side and precision problem wetre encountered. An
algorithm capable of taking care of the sirze and the other

computational problems had to be developed. The flow chart of-

the algorithm has been presented in annexure-VIII.

:The entire procedure of setting up the mixlp i done by specially
wiritten programs (similar te matrix generator). The aléurithm
inﬁludea an efficient relaxation for the lagrangean relaxation
'Kéroblem which was arrivedlat after evaluating the perfnrmanee of
different relaxations.

This algorithm has been implemented on a VAX-750 ;ccmputer.

reasonable size real life problem could be solved with about 420

12



minutes of C.F.U. time. VaX-750 ie a reletively slow machine

(0.7 MIFS), compared to VAX BEOO (20 MIFPE) and CRAY-1 (60 MIPS).

fgro Climatic Modelling: In & large tountry the climatic
conditions are different at different parts, which influsnces the
productivity of different crops in those parts. In addition
diffe%ing levels 'of irrigation facilities and mechanisstion also
necessitates provisions for varyino amounts of input. Therstudy
Ras aimed &t modelling such & =ituvation in a large country. The
model 'is also expected to aid in analyeing varioug policy
alternatives in order to arrive 8t a national policy framework

for land-use pattern.

There are 15 agro climatic zones, which -are further sub divided

into 70 sub zones. 22 activities (different land use pattern?
have besn considered. Transport of both inputse and cutputs have
been teken into account in the modal. Feeping in wview €he

availability of data; it haz been decided to maximize the net
return in thie case cornsidering the production costs and

trangportation costs.

The fmrmulétion results in a linear programming problem with over
100,000 variable and nearly 2ZOOD :enstwaintg. If only zones &re
considered . instead of sub zones the problem has only about 900
variables and 400 cnnstﬁa;nts. However, in such a case the level
of apprﬁximatian goes up and to that extent the utility of the,

model becomes limited. A balancesdest to be struck between the

computational difficulty ang the wuwutility of  the model.
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Accoicingly the number of sub zones have been kept at 40 instead

of 70 by clubbing together tneiJneaﬁ'fﬂahogenous sub  zones.

L

Further theA/gglifﬂf’nggsportation has been kept at the zonal

—
e

" level, assuming the cost of transportation within the zone to be
negligible. This resulted in & problem with just about 6000
variabies and about 500 constraintes. in order to cut down thé
_computatinnal time the problem has been'solved in two modules:
production module and transportation module. f suitable

programme has been developed to set up the problem matrix.

Transportation Logistic
The pvoblem? discussed over here deals with distribution of
finished steel (nearly 200 varieties$ ﬁo ahout S0 destinatione.
Thé maovement to these destinations is J;SiPEd*tQ‘bE in rake load
of about FOOO tonnes. &t the U“igiﬁating etationz, the materials
‘are available at 7 G 16 praduction/loading points. . The
ailabylity of the product at the production point "is - dependent
upon thé production schedule/campaign. _The availability at a
loading point on & particular day may be only of 2 to Z products.
TB; problem thas been modelled as a large mathematical programming
model by many with a time horizon of one year. Mozt of these
models indicated very high level of rake load movement. Howeyer,
.fn' reality the rake load movement was far from that indicated by
theé model. an analysis to the causes of such variations brought
;nfo focus the high level éf aggregation in the model. This
makes the model too d15tan$ﬁ#wum the reality. The nature of the

problem suggests a time horizon of one ddy as compared to one

14



year and incorporation of various other constrainte apart from
those related to production and demand. The mathematical
programming formulation of the problem was found to be too
comples. Further the model has to be used on a daily basis “fan
taking operational dercisions. The ‘utﬁlity of mathematical
programming model with .this backgtound appeatred to be very

limited.

The problem was redefined at this stage. rThe original statemeﬁt
cf the problem was to find out the Eptimal level of trake load
movement. The problem definition was changed‘to provide an aid
in increacsing ‘the rake load movement.  Accordingly, a ﬁicra
computer based interactive d;cision aid hazs been  developed to
help the decision maker in increasing the.rakq loagd movement.
The decision aid is based on standard data base and spreadsheet
softwares. It also incarporates'large number of 'cnmplenities

actually encountered in operation and to that extent the model ic

closer to reslity.

Conclusion

The general nature: Df-thE large scale models and & few large
ccale modelse have been discussed here. . Large scale modelling,
almost always, relates to a real life problem. Each problem has
itse uwnique characteristics which calls for suitable apptroaches
for modelling and aleo specific solution stratégy. The standard
modelling and solution épproaches very rarely found to be
suitable in the case of large scale systems. A good grasp of the
real life problem plays a very important role in large scale

modelling. An effort in understanding the real life system can

15



provide deep insig'st o help developing su:table approaches 1N

all the three phases of study: viz. (i) modelling, (ii) problem

manipulation and (iii) solutiaon strategy.
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ANNXEE - 1
TIM._TARLING PROBIEL

Let

NSG = total number of subject groups,
NTG = total number of student groups,
NRG = tot2] number of room groups,
NP = total number of periods in a week,

x;=1  if subject groupi(=1,2,..., NSG) is scheduled in period
J{=12,...,NP),

=0, otherwise.
Then the timetabling problem is

NSG NP
maximise > Y ¢,x;,  subjectto (P)
. iw) jm=)
NP
3 x,=NSPG,; i=12,...,NSG, (P-1)
- f"l
S xSa,; j=12...,NP, k=12,...,NRG, (P-1)
fER,
SxEl -j-l.z....,NP, I=12,...,NTG, where (P-II)
1ET;

¢ —Objectwc function related to the desirability of x x; e if it is desired to schedule
‘ sub;ect ‘i’ to period ‘j° for some reason, say due to the preference of an external
teacher, ¢; can be glven a high value. Conversely. for an undesirable combination of *i°
- and Y, ¢; can be given a low value (high value). Otherwise ¢, may be zero. When all
" the ¢, arc zero, the problem is one of finding a feasible so’ution.
' gPG;—tota! number of periods per week 10 be scheduled to subject group *7'.
a,—numbcr of available rooms in period */° of room group *k°,
R,—subset of subject groups requiring room group ‘k’,
T,~subset of subject groups attended by student group '/,
P-I—is the constraint set related to the total number of periods reqmred per week by
the subject groups.
P-I1—is the constraint set related to the availability of rooms.
P-I11—is the constraint sel, which takes care of the fact thal a studcnl group cannot
attend more than one subject group in a pamcular period. —

g



ANNEXURE ~ II
: HELAXED TIM: TARLING PROBIEM WITH UNIMODULARTIY

N3G NP ' .
maximise ¥ % ox+m(l- T} 1212 NG j=12...,NR

im] =1 e T,

g ' (PR,)

NP —— )
subjectto ¥ x,=NSPG,;  i=12,...,NSG, (PR.-I)

=1 ) ’ -

> x.Ea;;  j=142,...,NP, k=12,...,NRG, (PR,-N)

1€ R,

x, =01

'1«7



AUEXIRE - TI
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- R —
! m ‘;TDATA
, Inehaliae
] o= —x

Tntearititing
on Dushecd
Consrune

The ,,,.lines Enclose Various Suloutines
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AMEXURE - IV

SPONGE IRON DNDISTRY LOCATION PROBLEM

industry is formulated as followss

(P1) Min 2 = ;n: ?']‘E‘ ZS: Zl Zt Frxsit Yoksit
+ %5 % }; Cloil  *koil
. )"_k > X Z
p i 1 Czk_pil xzkpil
v 5 % % {: xeil "31«:1_1
+ { .‘%‘ % }:1: Céygi1l  *Hxgin
+ Z}E % %: ):1: Coxiji  *xij1
R
- Ik’ Zi ‘:: 21: (C7yie1 = CByied)

x?k.iel

s.ts 1, Demand constraints for finished product

a. Domestic

kijl
b, ExXport

2 | ,
Zk: i x'-"kiel >/" Del V e, 1

>DJ.1VJ',1_

xskmj ) V4

2. Supply constraints for finished product

a. Domestic Capacity Constraints

Z . +Zx7 <Z-A

i kil

kiel ™ ( (t<1 Ynksit

))

-v k,i,1

b, Import supply consi:raints

g1 < Sy ¥ m 1
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3, Not more than one nth module for each k,s,i:

<1 ™ nxs.i

t Ypksit =

4, Precedence constraints between moduless
2 y : ¢
t€t Y(n-1) ksit - Ynksit%0¥n3z2, k,s.i

5. Maximum number of modules for given (k,s,i)
combinations
7 .
2 % Ve €4V ks

6. Not more than one technology-size type at a

given location: Zk Z;., zt. YlksitS 1‘V'i

7. Plants may be located in no more than M locations:
> 2z Z
i k s

<
t Yiksie SN
8. Upper limit on over capacity for the country

as a wholes

' s =2,
2}:{! Z Ak tg<l i ny’”‘kSlt <

(1 + £} (-{F_D.

i1 + £ ) V1

9. Constraints on availability of raw materials

~

at sources,

a) 1Iron ore lumps:

%% x1 "V"o.

koil '--

b) Iron ore pelletes

z Z

k i kp11<s VP:
¢ Coal

y 2D

X i "31«:11‘* Vel
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d) Natural gas

10,

11,

12,

Balance equdtions between raw material and

finished product

a) Between iron ore lumps and sponge iron

. - z " Z k;i‘l
%- i1 = Ty (F %yg53 9 g6

. b} Between iron ore pellets and sponge iron

J e

> Xypil = rey (+ xskiil tX "7kie1) X kil
P
= 3, (j!: x§kijl +§ XTie) W Kedsd

) % X3ycil

d) Between natural -gas and sponge iron -

Integer restri ce.ions

(0, 1) 'V' nk, s, i, t

Non-negativity restrictions

x3

x2 ;O'Vk.O.p. c, g4l

Xlyoil' *2kpi1t ®kcil' *kgin

x6.

x5 Yanj 1! X7kiel7/ O'Vk, i, m, j, e, 1

kij1®
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Subscripts

module number

index for technology

index for size of module
potential plant location index

set up time period

‘domestic market for sponge iron

production time period

source of import of sponge iran
destination of export of sponge iron
index for lump iron ore mine

index for pelletised iron ore source
index for coal mine |

index for gas source
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