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a b s t r a c t 

To improve operational flexibility, throughput capacity, and responsiveness in order fulfillment opera- 

tions, several distribution centers are implementing autonomous vehicle-based storage and retrieval sys- 

tem (AVS/RS) in their high-density storage areas. In such systems, vehicles are self-powered to travel 

in horizontal directions (x- and y- axes), and use lifts or conveyors for vertical motion (z-axis). In this 

research, we propose a multi-tier queuing modeling framework for the performance analysis of such 

vehicle-based warehouse systems. We develop an embedded Markov chain based analysis approach to 

estimate the first and second moment of inter-departure times from the load-dependent station within 

a semi-open queuing network. The linking solution approach uses traffic process approximations to ana- 

lyze the performance of sub-models corresponding to individual tiers (semi-open queues) and the vertical 

transfer units (open queues). These sub-models are linked to form an integrated queuing network model, 

which is solved using an iterative algorithm. Performance estimates such as expected transaction cycle 

times and resource (vehicle and vertical transfer unit) utilization are determined using this algorithm, 

and can be used to evaluate a variety of design configurations during the conceptualization phase. 

© 2017 Elsevier Ltd. All rights reserved. 
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. Introduction and literature review 

Autonomous Vehicle-based Storage and Retrieval System

AVS/RS) was introduced during the late 1990s to improve the

exibility and responsiveness in handling unit-loads within

 warehouse. Savoye Logistics, a France-based equipment

anufacturer, pioneered the development of the AVS/RS (see

ttp://www.savoye.com/en) . The main components of an AVS/RS

re autonomous vehicles, lifts, and a system of rails in the rack

rea. Autonomous vehicles provide horizontal movement (x-axis

nd y-axis) within a tier using rails, and lifts provide vertical

ovement (z-axis) between tiers. Several variants of AVS/RS have

een introduced by Vanderlande Industries and Nedcon, and are

racticed to handle both unit-load pallets as well as totes (see

ig. 1 a for a view of the multi-tier AVS/RS with a lift channel and

ultiple pallet storage locations, and Fig. 1 b for an autonomous

ehicle with pallet ejection mechanism). 

The type of AVS/RS can be identified based on the nature of re-

ource pooling. A multi-tier AVS/RS where the vehicles are pooled
∗ Corresponding author. 
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cross the tiers is known as the pooled or tier-to-tier system. In

his system, any vehicle can store/retrieve pallet to/from any tier

ocation. In contrast to the tier-to-tier system, the vehicles are cap-

ive to a tier in the tier-captive configuration, and the vehicles pro-

ess storage or retrieval transactions in its designated tier only.

ier-captive AVS/RS can improve the vertical transfer unit’s capac-

ty because the vehicles are not transferred between the tiers. 

Although AVS/RS offer substantial throughput flexibility, they

lso involve additional operational complexities due to blocking

nd bottlenecks among the horizontal and vertical load transfer

echanisms. The objective of this paper is to provide a modeling

ramework and solution methodology to evaluate the performance

f AVS/RS with alternate vertical transfer mechanisms. We describe

his methodology and demonstrate its application by analyzing the

esign tradeoffs for a tier-captive AVS/RS. However, the models can

e used to analyze the performance of other variants of AVS/RS.

e now review the existing AVS/RS studies in three categories: 1)

erformance analysis of single-tier AVS/RS, 2) Performance analysis

f multi-tier AVS/RS with pooled (tier-to-tier) vehicles, and 3) Per-

ormance analysis of multi-tier AVS/RS with tier-captive vehicles. 

Performance analysis of single-tier AVS/RS: In the literature, a few

tudies analyze the performance measures for a single tier of the

http://dx.doi.org/10.1016/j.cor.2017.02.012
http://www.ScienceDirect.com
http://www.elsevier.com/locate/cor
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cor.2017.02.012&domain=pdf
http://www.savoye.com/en)
mailto:debjit@iima.ac.in
http://dx.doi.org/10.1016/j.cor.2017.02.012
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Fig. 1. Illustration of (a) a multi-tier AVS/RS with a lift channel and multiple pallet locations, and (b) autonomous vehicle with pallet ejection mechanism (source: Savoye 

Logistics). 
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AVS/RS. Roy et al. (2012) develop a semi-open queuing network

model to capture the effect of vehicle location, vehicle assignment

policies, and number of zones on system performance measures.

Roy et al. (2015a ) extend the model to analyze alternate dwell-

point policy decision and determine the optimal cross-aisle place-

ment decision on system performance measures. The above models

do not consider the effect of vehicle blocking. This research gap

was addressed by Roy et al. (2014) and Roy et al. (2016) , where

they developed blocking protocols to capture the additional delays

in the aisles and cross-aisles. 

Performance analysis of multi-tier AVS/RS with pooled vehicles:

There are several studies that analyze multi-tier AVS/RS with

pooled vehicles. Malmborg (2002) and Malmborg (2003) develop

state-equation models to analyze alternate transaction pairing

strategies on system performance. Since solving state equation-

based models is computationally expensive, Kuo et al. (2007) pre-
ented a computationally efficient nested queuing network model

o estimate cycle times where the queuing dynamics between ve-

icles and transactions is modeled using an M / G / V queue and the

ynamics between transactions/vehicles and lift are modeled us-

ng a G / G / L queue. Fukunari and Malmborg (2008) and Fukunari

nd Malmborg (2009) developed a closed queuing network model

o account for the time spent outside of the storage rack and to

lso compare the performance between AS/RS and AVS/RS. How-

ver, it lacks the capability for modeling the transaction queuing

rocess. While the earlier models were effective in estimating ve-

icle utilizations with reasonable accuracy, they were ineffective

t estimating transaction waiting times. Therefore, it was difficult

o analyze design trade-offs in AVS/RS. Using a series of queuing

pproximations, Zhang et al. (2009) proposed a procedure for esti-

ating transaction waiting times by dynamically selecting among

hree alternative queuing approximations based on the variation
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Table 1 

Classification of AVS/RS literature. (In System Type, ST denotes Single-tier AVS/RS, MTPV denotes Multi-tier AVS/RS with Pooled Vehicles, MTCV denotes 

Multi-tier AVS/RS with Captive Vehicles, and CBSR denotes Crane-based AS/RS; External Waiting field checks if the authors consider modeling the 

external transaction waiting queue in the system. Model Type denotes the purpose of the model, where PA denotes Performance Analysis, TA denotes 

Travel Time Analysis, and SA denotes Statistical Analysis. Method denotes the type of queuing network where SOQN denotes Semi-open Queuing 

Network, OQN denotes Open Queuing Network, CQN denotes Closed Queuing Network, and NQN denotes Nested Queuing Network). 

Author System Type Vertical Transfer Model Type Blocking External Waiting Method 

Roy et al. (2012) ST - PA No Yes SOQN 

Roy et al. (2015a ) ST - PA No Yes SOQN 

Roy et al. (2014) ST - PA Yes Yes SOQN 

Roy et al. (2016) ST - PA Yes Yes Simulation 

Malmborg (2002) MTPV Lift PA No No State equation 

Malmborg (2003) MTPV Lift PA No No State equation 

Kuo et al. (2007) MTPV Lift PA No No NQN 

Fukunari and Malmborg (2008) MTPV Lift PA No Yes OQN 

and CBSR 

Fukunari and Malmborg (2009) MTPV Lift PA No No CQN 

Cai et al. (2014) MTPV Lift PA No Yes SOQN 

Roy et al. (2015b ) MTPV Lift, Conveyor PA Yes Yes SOQN 

Kuo et al. (2008) MTPV Lift PA No No CQN 

Zhang et al. (2009) MTPV Lift PA No Yes Variance-based 

NQN 

Ekren et al. (2010) MTPV Lift PA No Yes Simulation 

Ekren and Heragu (2010) MTPV Lift SA No Yes Simulation 

based regression 

Ekren et al. (2013) MTPV Lift PA No Yes SOQN 

Lerher et al. (2015) MTCV Lift TA No No Closed-form 

(singe-deep) solution 

Lerher (2016) MTCV Lift TA No No Closed-form 

(double-deep) solution 

Heragu et al. (2011) MTCV Lift PA No No OQN 

Marchet et al. (2012) MTCV Lift PA No No OQN 

This Paper MTCV Lift, Conveyor PA Yes Yes Multi-stage 

SOQN 
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f transaction inter-arrival times. This procedure significantly im-

roved the accuracy of transaction waiting time estimates. 

Ekren et al. (2010) develop a discrete-event simulation model

f the multi-tier AVS/RS with pooled vehicles to identify the ef-

ect of design parameters such as dwell point, scheduling rule, LU

oint locations, and interleaving rule on system performance. In

he design of experiments, different responses, such as the aver-

ge storage and retrieval transaction cycle times, and average uti-

izations of vehicles and lifts, are considered. Ekren and Heragu

2010) performed a simulation-based regression analysis to deter-

ine optimum rack configuration of an AVS/RS under predefined

cenarios of number of vehicles and lifts in the system. Ekren et al.

2013) and Cai et al. (2014) developed semi-open queuing network

odels and approximate solution methods for analyzing the per-

ormance of the multi-tier AVS/RS, albeit the effect of blocking

s not considered. This gap was addressed by Roy et al. (2015b ),

here they also developed an integrated semi-open queuing net-

ork model of the multi-tier system by considering the blocking

ffects at the aisles and the cross-aisles in the tiers. In addition,

hey also evaluate the effect of alternate vertical transfer mecha-

isms such as conveyors. 

Performance analysis of multi-tier AVS/RS with tier-captive vehi-

les: Lerher et al. (2015) and Lerher (2016) develop travel time

odels for the shuttle-based storage and retrieval transactions by

onsidering the effect of vehicle accelerations and decelerations.

eragu et al. (2011) developed an open-queuing network to an-

lyze the multi-tier system with tier-captive vehicles where both

ifts and tiers are modeled as shared First Come First Serve (FCFS)

ervers. However, as discussed by Heragu and Srinivasan (2011) , an

pen queuing network may overestimate the number of transac-

ions waiting for vehicles. Further, they do not consider the effect

f vehicle blocking in the tiers. Marchet et al. (2012) also model

he tier-captive configuration for storing and retrieving product

otes using an open queuing network. A classification of the lit-
rature is included in Table 1 . c  
The existing models either analyze the performance of a sin-

le tier (with and without blocking) or they analyze the perfor-

ance of multi-tier systems with pooled vehicles (by ignoring the

locking effects). Current literature has two main limitations. First,

t does not provide the distribution of vehicles in the aisles and

ross-aisle of the tiers. Distribution of vehicles in a tier is of signif-

cant interest to design engineers because they provide information

n the congestion effects at aisles, cross-aisles, and LU points. Sec-

nd, it does not capture the vehicle interference in the cross-aisles

nd aisles, which results in additional delays. The SOQN model

ealistically captures the synchronization between transaction and

ehicles because within a tier either a transaction could wait for a

ehicle or a vehicle could wait for a transaction arrival. However,

here are other challenges related to the analysis of these SOQNs.

irst, SOQNs do not have a product-form solution, which makes

he analysis harder. Second, as the number of stations in the net-

ork grows, the analysis of SOQNs using Markov chains becomes

nfeasible because of the curse of state space dimensionality. Third,

he resource travel times follow a general service time distribu-

ion, which makes the analysis more complex. Further, there are

pecific service protocols for the use of resources (vehicles, verti-

al transfer units) during service, which need to be analyzed care-

ully. The blocking delays introduced due to sharing of resources

uch as aisles and cross-aisles should also be captured in the

nalysis. 

We propose a decomposition-based analysis approach, which

ddresses the above challenges. The individual tiers are modeled

sing a semi-open queuing network (SOQN) and the vertical trans-

er subsystem is modeled using an open queuing network (OQN).

hese subsystems are combined into an integrated queuing net-

ork model, which is composed of multiple SOQN models de-

oting the tiers and an OQN model denoting the conveyor. This

etwork is complex to solve in its original form. This results in

n integrated queuing network model consisting of multiple inter-

onnected SOQNs. In the integrated queuing network model, each
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Aisle

Cross-aisle

Tier

Conveyor
Loop Lift

(a) (b)

Fig. 2. AVS/RS with tier-captive vehicles and (a) conveyor mechanism and (b) lift mechanism. 
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single tier is replaced by an equivalent load-dependent station and

the individual tiers and the vertical transfer unit are linked us-

ing an algorithm based on an embedded Markov chain analysis.

Modeling each tier dynamics with a load-dependent station greatly

reduces the number of components in the SOQN state-space de-

scription and the number of states for describing each SOQN. The

vehicle routing within a tier captures the service protocols and

the blocking delays are measured using queues in the model for

each tier. We conduct our analysis with the first two-moments of

the relevant distributions, which keeps our analysis relatively sim-

ple; this seems sufficient for estimating the performance measures.

This solution approach is validated against detailed simulations us-

ing practical data and also used to test the performance of alter-

nate vertical transfer mechanisms and investigate its effect on sys-

tem throughput capacity. Existing SOQN solution methods cannot

efficiently solve multiple SOQNs that are interconnected with each

other ( Roy et al. (2016) , Avi-Itzhak and Heyman (1973) , Dallery

(1990) , Buitenhek et al. (20 0 0) , Jia and Heragu (2009) ). Our ap-

proach provides a solution framework that addresses all of these

challenges. 

The rest of this paper is organized as follows. Section 2 de-

scribes the system operations and explains the system modeling

approach. The queuing network model for horizontal movement

within a single tier is described in Section 3 whereas the depar-

ture process analysis for a tier is discussed in Section 4 . The queu-

ing network model for the vertical transfer mechanism is illus-

trated in Section 5 . In Section 6 , the integrated queuing network

model, which links the queuing models for tiers with the vertical

transfer unit, is discussed and the approach to estimate the per-

formance measures of the vertical transfer subsystem is presented

in Section 7 . Numerical results are presented in Section 8 and the

conclusions of this study are discussed in Section 9 . 

2. System description and modeling approach 

We first describe two variations of AVS/RS and then present

a common modeling approach for analyzing system performance.

The first variation is a conveyor-based AVS/RS composed of a set
f tiers and one vertical conveyor system that transfers pallets be-

ween the tiers ( Fig. 2 a). The second variation is an AVS/RS with a

ift mechanism ( Fig. 2 b), where a single lift is used to transfer pal-

ets in the vertical direction. These two variations have been cho-

en for illustrative purposes, and the modeling approach can be

pplied to other variations of AVS/RS easily. 

In either system, a tier of a storage area is composed of a cross-

isle and a set of aisles with storage racks on both the sides of each

isle. A system of rails guides the rectilinear movement of vehicles

long the cross-aisle and the aisles. For example, a vehicle that

riginates from the LU point to perform a storage operation first

ses the cross-aisle to reach the destination aisle and then trav-

ls within an aisle to reach the storage location. The Load/Unload

LU) point is located at the middle of the cross-aisle on each tier.

n other words, the LU point divides the cross-aisle into two equal

egments ( CA R and CA L : corresponding to the right and left seg-

ent of the cross-aisle). In the conveyor-based system, the con-

eyor is located along the LU points of each tier, and is composed

f multiple bi-directional conveyor loops where each loop transfers

allets between consecutive tiers. Note that unlike the lift-based

ystems, conveyors enable multiple pallets to be transferred simul-

aneously. 

.1. Storage and retrieval operations 

To retrieve a pallet in a conveyor-based system, the vehicle in

ier i + 1 retrieves the pallet and deposits the pallet at the tier

 + 1 ’s LU point. To move the pallet from tier i + 1 to tier i , the con-

eyor loop i picks up the pallet from the LU point of tier i + 1 and

oves it to the LU point of tier i . From the LU point, the conveyor

oop i − 1 picks the pallet and transfers it to the successive loop.

he conveyor transfer process is complete when the pallet reaches

he LU point of tier 1. Storage operations can be described in a

imilar manner. The guide path of a conveyor loop is bi-directional,

hat is, the conveyor loop switches its direction of travel when the

ype of transaction changes. For instance, if the loop rotates in a

lock-wise motion to move a pallet up, then the loop rotates in a

ounter-clockwise motion to move a pallet down. At any point in
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Fig. 3. Analysis approach of the multi-tier system with conveyors: (a) block representation and (b) queuing network. 
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throughput times) are estimated (see Section 7 for details). 
ime, the conveyor is either idle, or moving a pallet up or moving

 pallet down. 

To retrieve a pallet in a lift-based system, the vehicle in tier i

etrieves the pallet from the storage location and deposits it at the

U point of tier i . The lift travels from its dwell point and picks

p the pallet from the LU point of tier i . After loading the pallet,

he lift travels to the LU point of tier 1 and unloads the pallet.

imilarly, to store a pallet, the lift travels from its dwell point to

ick up the pallet from the LU point of tier 1. The lift then travels

o the LU point of the storage tier and unloads the pallet. 

.2. Modeling approach 

The transaction cycle time and throughput of AVS/RS depend on

everal factors including vehicle utilization, conveyor (lift) utiliza-

ion, and tier configuration parameters. Tier configuration choices

ould grow exponentially with the number of levels of each de-

ign variable. While simulation is a possible alternative to analyti-

al modeling approach, analytical models are computationally less

xpensive, and allow for rapid enumeration and optimization of

esign parameter settings. Therefore, a queuing network model is

eeded to model the system dynamics and estimate performance

easures. An integrated queuing network model is proposed here

or an AVS/RS with T tiers. It is composed of: 1) a conveyor (lift)

ubsystem supporting vertical movement and 2) T single-tier sub-

ystems supporting horizontal movement ( Fig. 3 a). Note that the

epartures of storage transactions from the conveyor (lift) sub-
ystem form the arrivals of storage transactions to the tier sub-

ystems. Similarly, the departures of retrieval transactions from

he tier subsystems form the arrivals of retrieval transactions to

he conveyor/ lift subsystems. Hence, we adopt a decomposition-

ased modeling approach that recognizes these relationships be-

ween the subsystems. The steps of the analysis approach are as

ollows. 

1. First, queuing models for individual tiers are analyzed in iso-

lation. This analysis provides, among other measures, param-

eters that characterize the departure process (in terms of

the moments of inter-departure times) from each tier (see

Sections 3 and 4 for details). 

2. Then, the queuing model for the vertical transfer mechanism

(lift or conveyor subsystem) is analyzed in isolation. This anal-

ysis provides parameters that characterize the departure pro-

cess (in terms of the moments of inter-departure times) from

all conveyor loops (see Section 5 for details). 

3. Subsequently, the departures and arrivals to different subsys-

tems are linked together through a linking algorithm (see

Section 6 for details). 

4. After linking all subsystems, the performance measures for in-

dividual tiers (average queue length measures, resource uti-

lization, and throughput times) and vertical transfer mecha-

nism (average queue length measures, resource utilization, and
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Fig. 4. Analysis approach of the multi-tier system with lift: (a) block representation and (b) queuing network. 
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We discuss next the model assumptions for the tier and the

vertical transfer subsystems before providing details of each step

in our modeling approach. 

2.3. Modeling assumptions 

The main assumptions for the analysis of single-tier subsystems

are as follows. Within a tier, the vehicle dwells at the LU point af-

ter processing a transaction. This implies that a vehicle that com-

pletes a retrieval transaction dwells at the LU point. After a vehicle

completes a storage transaction, it travels to the LU point to serve

the next transaction. The system operates under single-command

cycle only, that is, vehicles either process a storage transaction or

a retrieval transaction in one cycle. We do not model any trans-

action pairing and hence the transactions do not experience any

additional wait for pairing at the lifts or for accessing a vehicle.

Both the lifts and the vehicles process transactions (irrespective of

their type) in FCFS sequence. All vehicles are pooled within a tier,

that is, any free vehicle can process any type of transaction. With-

out loss of generality, the number of aisles in the tier is assumed

to be even. The storage and retrieval transaction arrival rates for

a system with T tiers are Poisson with rates λs 1 , λs 2 , . . . , λs T and

λr 1 , λr 2 , . . . , λr T respectively. Without loss of generality, it is as-

sumed that λs i equals to λr i for each tier i . For simplicity of ex-

position, all tier subsystems are assumed to have V dedicated ve-

hicles. The LU points in all tiers have sufficient buffer space to

load/unload the pallets. 

The main assumptions for the analysis of the vertical transfer

mechanism (conveyor/ lift subsystem) are as follows. Each con-

veyor loop/ lift transfers at most one pallet at any time. The pallets

for storage and retrieval are transferred by each conveyor loop/ lift

in an FCFS fashion. 
Note that the assumptions can be relaxed, and the proposed ap-

roach can still be used albeit with additional model complexity.

ome instances of systems with different assumptions and their

nalysis have been reported in Roy et al. (2014, 2012) , and Roy

t al. (2015a ). The queuing network model for horizontal move-

ent in a tier is discussed in the next section. 

. Queuing network for horizontal movement in a tier 

The process of either storing (retrieving) a pallet at (from) a lo-

ation involves the horizontal movement of a vehicle within the

isles and cross-aisles of a tier in addition to vertical travel us-

ng lifts or conveyors. Hence an important component of the inte-

rated queuing network model for AVS/RS is the model of a single

ier. This single tier model must capture the movement dynam-

cs within a single tier as well as the departure process from the

ingle tier as they form inputs to the subsystem modeling the ver-

ical transfer. The SOQN model for the single tier is described in

ig. 3 . In the SOQN model of a tier i , there are V vehicles process-

ng transactions. These vehicles belong to two classes, storage class

nd retrieval class, denoted by s i and r i respectively. 

A key input required in this analysis is the arrival process to

he SOQN. Note that the mean and the squared coefficient of vari-

tion (SCV) of the inter-arrival times for retrieval transactions (de-

oted by λ−1 
a r i ,J i 

and c 2 a r i ,J i 
, where r i is the retrieval class index and

 i is the synchronization station index in tier i ) are known inputs.

ince the pallets to be retrieved are directly sent to the LU point

f the retrieval tier in the tier subsystem, the inter-arrival times

or class i retrieval transaction to the tier i are assumed to be ex-

onential with mean λ−1 
a r i ,J i 

, c 2 a r i ,J i 
= 1 , where i = { 1 , . . . , T } . For the

torage transactions to tier i , where i > 1, let λ−1 
a s i ,J i 

and c 2 a s i ,J i 
denote

he mean and the SCV of the inter-arrival times. (Note that tier 1
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Table 2 

Notations used in the analysis of horizontal movement within a tier. 

Notation Description 

T Number of tiers 

V Number of vehicles/tier 

S i Load-dependent station of tier i 

J i Synchronization station of tier i 

B 1 i , B 2 i Virtual buffers in tier i for waiting transactions and 

vehicles respectively 

μi (n ) −1 Mean service time of S i with n vehicles 

A i Aggregated transaction class in tier i 

λ−1 
s , λ−1 

r Mean inter-arrival times for all storage and retrieval 

transaction classes 

λ−1 
s i 

, λ−1 
r i 

Mean inter-arrival times for storage and retrieval 

transaction classes with destination tier i 

λ−1 
a s i ,J i 

, c 2 a s i ,J i 
Mean and SCV of the inter-arrival time for storage 

transaction class to J i 
λ−1 

a r i ,J i 
, c 2 a r i ,J i 

Mean and SCV of the inter-arrival time for retrieval 

transaction class to J i 
λ−1 

a A i ,J i 
, c 2 a A i ,J i 

Mean and SCV of the inter-arrival time for the aggregated 

transaction class to J i 
λ−1 

d A i ,S i 
, c 2 

d A i ,S i 
Mean and SCV of the inter-departure time for the 

aggregated transaction class from S i 
S D State space for the embedded Markov chain 

P D Transition probability matrix for the embedded Markov 

chain 

�D Steady state probability distribution for the embedded 

Markov chain 
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1  
s located at the ground level and does not need vertical transfer.

herefore, the inter-arrival times of storage transactions are expo-

ential at tier 1, c 2 a s 1 ,J 1 
= 1 .) 

To simplify the analysis for a single tier i , the external ar-

ival streams corresponding to the storage and retrieval transac-

ion classes are aggregated into a single transaction class ( A i ). (Note

hat we later use a disaggregation technique to estimate the per-

ormance measure for each transaction class.) Aggregation implies

hat the mean of the inter-arrival time for the aggregated class

 λ−1 
a A i ,J i 

) is given by Eq. 1 . 

−1 
a A i ,J i 

= (λa s i ,J i 
+ λa r i ,J i 

) −1 (1) 

Note that the inter-arrival time distribution of the retrieval class

s exponential whereas the inter-arrival time distribution of the

torage class is not exponential. Therefore, the aggregated SCV of

he transaction inter-arrival times ( c 2 a A i ,J i 
) to the buffer B 1 of the

ynchronization station J in tier i is determined using Eq. (2) . Note

hat (c 2 a r i ,J i 
)= 1. The SCV of arrivals of class A i , c 

2 
a A i ,J i 

, is given by Eq.

2) and a convex combination of the inter-arrival time SCV for the 

torage and retrieval transactions to a tier i ( Whitt (1983) ). 

 

2 
a A i ,J i 

= 

λa s i ,J i 

λa s i ,J i 
+ λa r i ,J i 

(
c 2 a s i ,J i 

)
+ 

λa r i ,J i 

λa s i ,J i 
+ λa r i ,J i 

(
c 2 a r i ,J i 

)
(2) 

The notations used in the queuing analysis of the horizontal

ovement within a tier are described in Table 2 . We use the model

rom Roy et al. (2014) to estimate the throughput of storage and

etrieval transactions from a single tier with V vehicles. Subse-

uently, in the integrated queuing network model of the whole

ystem, the subnetwork corresponding to tier i (which consists of

 aisles, cross-aisle (left and right), and an LU point station) is

eplaced with an equivalent single load-dependent station S i (see

ig. 3 b). The service rate of the load-dependent station is assumed

o be exponentially distributed with mean μi (n ) −1 , where μi ( n ) is

he throughput of a closed queuing network with n vehicles, for

 = { 0 , . . . , V } . 
. Departure process analysis from a single tier 

The objective of the departure process analysis is to deter-

ine the moments (in particular the mean and SCV) of the inter-

eparture times from the tier i for each class of transactions ( s i and

 i ). The parameters describing the departure process from each tier

nd the performance measures are estimated using a three-step

pproach: 1) fit a two-phase Coxian distribution to the interarrival

imes, 2) define the embedded Markov chain and form the transi-

ion matrix, P D and 3) analyze the inter-departure times from the

oad-dependent station using an embedded Markov chain analysis.

he departure process from the load-dependent station S i is stud-

ed as a Markov renewal process to determine the mean ( λ−1 
d A i ,S i 

)

nd SCV ( c 2 
d A i ,S i 

) of the inter-departure times from tier i . The de-

ails of the approach are discussed in the following paragraphs. 

.1. Step 1: Fit a 2-phase Coxian distribution 

Each tier is analyzed assuming that the mean and SCV of inter-

rrival times for storage and retrieval transactions are known. Us-

ng this information, a 2-phase Coxian distribution is fit to model

he inter-arrival times to the tier. Let λ1 i 
and λ2 i 

denote the two

hases of the Coxian distribution and p i denote the probability

ith which the transaction proceeds to the second arrival phase

fter completing the first phase of arrival. Note that we assume a

alanced 2-phase Coxian distribution to determine λ1 i 
, λ2 i 

, and p i 

hat satisfy the mean and SCV of the inter-arrival times, λ−1 
a A i ,J i 

and

 

2 
a A i ,J i 

(see Bolch et al., 2006 ). 

.2. Step 2: Develop the transition probability matrix (P D ) 

The departure process from the load-dependent station ( S i ),

orresponding to tier i (see Fig. 3 b), is studied as a Markov renewal

rocess and the mean and SCV of the transaction inter-departure

imes from a tier i ( λ−1 
d A i ,S i 

and c 2 
d A i ,S i 

) are obtained by analyzing the

arkov chain embedded at departure instants from S i . First, the

ransition probability matrix ( P D ) is developed and the steady state

tationary probability vector ( �D ) is obtained. Using �D , the mean

nd SCV of the inter-departure times from S i are obtained. 

The state of the embedded Markov chain ( X k ) has two tuples

 i 1 , i 2 ). The component i 1 corresponds to the difference between

he number of transactions waiting in buffer B 1 i and the num-

er of idle vehicles waiting in buffer B 2 i whereas the component

 2 corresponds to the phase of the 2-phase Coxian distribution of

he pending arrival. Since the buffer size for transactions at buffer

 1 i is K , at the departure instant, component i 1 takes a value from

he set {−V, . . . , −1 , 0 , 1 , . . . , K − 1 } and component i 2 takes a value

rom the set {1, 2}. Therefore, the cardinality of the statespace, S D ,

s 2(K + V ) . 

Since the arrivals to the buffer B 1 i are com posed of exponen-

ial phases of a Cox-2 distribution and the load-dependent service

imes are exponentially distributed, the transition matrix P D has

 special structure. The non-zero portion of P D has four main re-

ions and the entries in P D are denoted by P ( X i , X j ) where X i , X j 

re the states observed at two consecutive departure time instants.

he components of X i and X j are denoted by ( i 1 , i 2 ) and ( j 1 , j 2 ) re-

pectively. For a semi-open queuing network with V = 2 and K = 3 ,

he states and the regions are described in Table 3 . Next we pro-

ide an example to illustrate how each P ( X 1 , X 2 ) is determined. The

etailed expressions to estimate P ( X i , X j ) are obtained by consid-

ring subregions within these four main regions and are listed in

ppendix A. 

Consider the case when X i = (0 , 2) and X j = (1 , 1) (see region

 in Table 3 ). Since j − i = 1 , two arrivals occur prior to a depar-
1 1 
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Table 3 

Different regions in the P D matrix. 

X i ( i 1 , i 2 ), X j ( j 1 , j 2 ) −2 , 1 −2 , 2 −1 , 1 −1 , 2 0 ,1 0 ,2 1 ,1 1 ,2 2 ,1 2 ,2 

−2 , 2 2 2 2 2 2 2 2 2 2 4 

−2 , 1 2 2 2 2 2 2 2 2 2 4 

−1 , 1 2 2 2 2 2 2 2 2 2 4 

−1 , 2 - 3 3 3 3 3 3 3 3 4 

0 ,1 - - 1 1 1 1 1 1 1 4 

0 ,2 - - - 1 1 1 1 1 1 4 

1 ,1 - - - - 1 1 1 1 1 4 

1 ,2 - - - - - 1 1 1 1 4 

2 ,1 - - - - - - 1 1 1 4 

2 ,2 - - - - - - - 1 1 4 
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ture. Further, i 1 = 0 implies that in state X i , other vehicles ( V = 2 )

are busy processing transactions. Since the arrival is in phase 2 of

the arrival process ( i 2 = 2 ), the probability that the arrival occurs

prior to the service completion is 
λ2 i 

λ2 i 
+ μi (2) 

. The probability that

the second arrival also occurs prior to the service completion is

given by [ 
λ1 i 

λ1 i 
+ μi (2) 

][ p i ( 
λ2 i 

λ2 i 
+ μi (2) 

) + (1 − p i )] . Finally, the probabil-

ity that the service is complete prior to a third arrival is given by
μi (2) 

λ1 i 
+ μi (2) 

. Therefore, P ( X i , X j ) for X i = (0 , 2) and X j = (1 , 1) is given

by Eq. (3) . Using similar logic, we derive all the other expressions

(see Appendix A). 

P (X i , X j ) = 

λ2 i 

λ2 i + μi (2) 

[
λ1 i 

λ1 i + μi (2) 

]

×
[

p i 

(
λ2 i 

λ2 i + μi (2) 

)
+ (1 − p i ) 

]
μi (2) 

λ1 i + μi (2) 

= 

μi (2) λ1 i λ2 i 

[
λ2 i + μi (2)(1 − p i ) 

]
(λ1 i + μi (2)) 2 (λ2 i + μi (2)) 2 

(3)

Let �D = { �D (X k ) : X k ∈ S D } , where �D ( X k ) is the steady state

probability that the load-dependent station is in state X k at a de-

parture instant. Using P D , the stationary probability vector �D of

the underlying Markov chain is obtained by solving the system of

linear Eqs. (4) and (5) . 

�D P D = �D (4)

∑ 

k ∈ S D 
�D (X k ) = 1 (5)

After deriving the steady state probability distribution, �D , the first

two moments of the inter-departure times ( E [ D i ] and E[ D 

2 
i 
] ) are

estimated using an approach presented in the next section. 

4.3. Step 3: Estimate parameters of the inter-departure time 

distribution 

After estimating the steady state probability vector �D , the first

and second moment of the inter-departure time, D i , from the load-

dependent station S i are determined. Note that at the departure

instant, the transaction leaves the system in one of the 2(K + V )

states in S D . Note that the time to the subsequent departure from

the load-dependent queue would depend on the state, X i , at the

instant of a departure. Correspondingly, we partition S D into five

sets, G 1 , G 2 , G 3 , G 4 , and G 5 . The description of these sets is given

below. 

1. G 1 = { (−V, 1) } : In this state, there are no vehicles processing

transactions in the load-dependent station S i . Therefore, the

next departure occurs when a transaction arrives and com-

pletes its service. 
2. G 2 = { (−V, 2) } : In this state, there are no vehicles in the load-

dependent station S i . However, a transaction has completed

phase 1 of its arrival process. Therefore, the next departure oc-

curs when phase 2 of the arrival process completes followed by

completion of the service of this transaction. 

3. G 3 = { (−V + 1 , 1) , (−V + 2 , 1) , . . . , (−1 , 1) } : In these states,

there are one or more vehicles at the load-dependent station S i 
and the arriving transaction is in phase 1. Therefore, the next

departure occurs when the transaction at station S i completes

its service. 

4. G 4 = { (−V + 1 , 2) , (−V + 2 , 2) , . . . , (−1 , 2) } : In these states,

there are one or more vehicles at the load-dependent station S i 
and the arriving transaction is in phase 2. Therefore, the next

departure occurs when the transaction at station S i completes

its service. 

5. G 5 = { (0 , 1) , (0 , 2) , . . . , (K − 1 , 1) , (K − 1 , 2) } : In these states, all

vehicles are present at the load-dependent station S i and the

arriving customer is either in phase 1 or phase 2. Therefore, the

next departure occurs when the transaction at station S i com-

pletes its service. 

We next describe the procedure used to determine the param-

ters of the inter-departure time using states in G 1 as an example.

Departure Analysis for States in G 1 : If a departure leaves the

ystem in state s = (−V, 1) , the following events need to occur for

he subsequent departure. First, a transaction should arrive and

hen its service needs to be completed. Let the notations A and

 

′ 
denote the events corresponding to an arrival and service com-

letion respectively. Note that the inter-arrival time follows a Cox-

 distribution with rates λ1 i 
and λ2 i 

corresponding to phase 1

nd 2 respectively. The service completion time, however, could

ary depending on the number of vehicles present at station S i .

he service time at S i follows a load-dependent exponential ser-

ice time with mean μi (n ) −1 when there are n vehicles in tier

 . We denote S 1 v as a sequence with v arrivals followed by a ser-

ice completion, i.e., S 1 v = (A , . . . , A , S 
′ 
) where v = 1 , . . . , V . One of

he following sequence of events ( S 1 v ) needs to occur before the

ext departure. The first part of the service is completed at rate

i (1), the second part of the service is completed at rate μi (2).

ikewise, the (v − 1) th part of the service time is completed at

ate μi (v − 1) , and the residual service time is completed at a rate

i ( v ). Note that the estimation of the first and second moment of

he inter-departure time corresponding to each sequence of event,

 , E [ D i | S 1 e ] , E [ D 

2 
i 
| S 1 e ] , involves determining the distribution of the

esidual service time after the last arrival. Determining these resid-

al service times requires conditioning on the exact times of each

f the previous arrivals, which can get very cumbersome. Hence,

e develop an approximation for the first and the second mo-

ents of the inter-departure times. 

Note that μi ( n ) is the throughput of the closed queuing net-

ork with n resources. As the number of resources increases, the

hroughput increases monotonically, that is, μ (n ) > μ (n − 1) >
i i 
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s  
 . . > μi (1) . If there are n vehicles present at the load-dependent

ueue before the departure instant, then using a μi ( n ) service

ate would give a lower bound estimate on the expected inter-

eparture times whereas using a service rate corresponding to

he number of vehicles present at S i at the inception of the ser-

ice would give an upper bound estimate of the first and sec-

nd moment of the inter-departure times. Since performance mea-

urement under high vehicle utilization is more practical, we use

ower bound estimates for the two moments ( E [ D i | S 1 e ] l , E [ D 

2 
i 
| S 1 e ] l )

s our approximation. At high vehicle utilization, all vehicles will

e present more often at the load-dependent station. 

To compute the probability associated with each sequence S 1 e ,

e need to estimate the probability q n of an arrival prior to ser-

ice completion at S i with n customers operating at rate μi ( n ). Let

he random variables, Y and Z n , denote the Cox-2 inter-arrival times

t station J i and the exponentially distributed service times at the

oad-dependent station S i with n busy vehicles. Further, let the ran-

om variables Y 1 and Y 2 denote the first and the second exponen-

ial phase of the 2-phase Coxian random variable, Y . 

Formally, the probability distribution of Cox-2 inter-arrival

imes, f Y ( t ) is shown in Eq. (6) , where C 1 and C 2 are expressed as

( 
λ1 i 

(1 −p i ) −λ2 i 
λ1 i 

−λ2 i 

) and (1 − λ1 i 
(1 −p i ) −λ2 i 
λ1 i 

−λ2 i 

) respectively. 

f Y (t) = C 1 λ1 i e 
−λ1 i 

t + C 2 λ2 i e 
−λ2 i 

t 
, t ≥ 0 (6)

The probability distribution function for Z n is expressed as fol-

ows. 

f Z n (t) = μi (n ) e −μi (n ) t , t ≥ 0 (7)

Then the probability q n , which is P [ Y ≤ Z n ] is given by Eq. (8 ).

 [ Y ≤ Z n ] = 

(
C 1 

λ1 i 

λ1 i + μi (n ) 
+ C 2 

λ2 i 

λ2 i + μi (n ) 

)
(8)

With this set of information, the probability corresponding to

ach sequence of events ( S 1 e for state s = (−V, 1) ), the condi-

ional lower bounds for the two moments of the expected inter-

eparture times ( E[ D i | S 1 e ] l , E[ D 

2 
i 
| S 1 e ] l ) are determined (Table 10

n Appendix). The estimation of the conditional lower bound for

he expected inter-departure time is described for S 
1 
2 

= { A , A , S 
′ } .

he expected time for an arrival is E [ Y ]. The expected time for

n arrival in the first and second phase of an arrival are de-

oted by E [ Y 1 ] and E [ Y 2 ] respectively. After two arrivals, the ex-

ected time to complete a service is E[ Z 2 ] = 

1 
μi (2) 

. Therefore, the

ower bound is given by E[ D i | S 1 2 
] l , which is E[ Y ] + E[ Z 2 ] . Note

hat the estimate of lower bound follows the order: E[ D i | S 1 2 ] l ≤
[ D i | S 1 2 ] . The probability ( p 

S 1 
2 
) that this sequence occurs is the

robability of exactly two arrivals taking place before the service

ompletion, which is q 1 (1 − q 2 ) . Similarly, the conditional lower

ound for the second moment of S 
1 
2 

is given by the expres-

ion [ p i ((V ar[ Y 1 ] + V ar[ Y 2 ] + V ar[ Z 2 ]) + (E[ Y 1 ] + E[ Y 2 ] + E[ Z 2 ]) 
2 )] +

(1 − p i )((V ar[ Y 1 ] + V ar[ Z 2 ]) + (E[ Y 1 ] + E[ Z 2 ]) 
2 )] . 

Likewise, the conditional expected lower bounds for the first

nd the second moment are determined for all sequences ( S 1 e ) in s .

hen the expressions for the lower bound for the first and the sec-

nd moment of the inter-departure times of the sequences along

ith their occurrence probabilities are used to determine the ex-

ressions for the lower bound for the first and the second moment

f the inter-departure times corresponding to a state s ∈ G 1 . Eqs.

9) and (10) provide the relationship for the lower bound of the

rst and second moments of the inter-departure time. ∑ 

 

1 
e ∈ s 

p 
S 1 e 

E [ D i | S 1 e ] l = E [ D i | s ∈ G 1 ] l ≤ E[ D i | s ∈ G 1 ] (9) 

∑ 

 

1 
e ∈ s 

p 
S 1 e 

E[ D 

2 
i | S 1 e ] l = E[ D 

2 
i | s ∈ G 1 ] l ≤ E[ D 

2 
i | s ∈ G 1 ] (10) 
A similar analysis is done for all states in G 2 , . . . , G 5 . The

nalysis details and summary of the expressions are included in

ppendix B. Using the steady state probability distribution, �D ,

he unconditional estimates of the lower bound for the first and

econd moment of the inter-departure times are given by Eqs.

11) and (12) . These lower bounds are used as approximations for

he first and second moments of the inter-departure times. 

5 
 

i =1 

∑ 

s ∈ G i 
�D (s ) E[ D i | s ∈ G i ] l = E[ D i ] l ≤ E[ D i ] (11) 

5 
 

i =1 

∑ 

s ∈ G i 
�D (s ) E[ D 

2 
i | s ∈ G i ] l = E[ D 

2 
i ] l ≤ E[ D 

2 
i ] (12) 

Now, the SCV of inter-departure times of transactions from S i 
an be estimated using Eqs. (13) and (14) . Eq. (13) provides the

xpression to estimate the SCV of the inter-departure times for all

ransactions from station S i in tier i ( c 2 
d A i ,S i 

) whereas Eq. (14) pro-

ides the expression to estimate the SCV of the inter-departure

imes for the retrieval transactions from station S i in tier i , where

 o is the proportion of transactions that belongs to retrieval class

 i ( Whitt (1983) ). 

Note that the gap between the lower bound estimate for the

xpected inter-departure time and the actual value widens when

he number of arrivals (before a service completion) in the se-

uence, S 
1 
e , increases. We use the maximum service rate in the

ower bound, which weakens the bound estimate with an increase

n the number of arrivals. However, the probability of such an

vent occurrence also decreases, especially under heavy traffic con-

itions (high vehicle utilization). Hence, the overall bound estimate

ay not be affected to a large extent. Using a similar analysis,

e can also develop an upper bound estimate for the first two

oments of the inter-departure times. However, the upper bound

ould be a weak approximation because the transaction at the

oad-dependent station would be serviced at the lowest possible

ate, μi (1). 

 

2 
d A i ,S i 

= 

E [ D 

2 
i 
] l − E [ D i ] 

2 
l 

E[ D i ] 
2 
l 

(13) 

 

2 
d r i ,S i 

= q o c 
2 
d A i ,S i 

+ 1 − q o (14) 

The queuing analysis of the vertical transfer mechanism (con-

eyor/ lift subsystem) is described in the subsequent section. 

. Queuing models for vertical movement between tiers 

We describe the queuing network models for the conveyor and

he lift subsystems in this section. The objective of analyzing the

onveyor system is to determine the mean and the SCV of the

nter-departure times for the transactions from the conveyor loops

nd to estimate the performance measures. The notations used in

he analysis of the conveyor subsystem are described in Table 4 .

he details of the queuing model and the analysis approach are

iscussed in the following paragraphs. In the conveyor system,

he pallet is transferred vertically using one or more conveyor

oops. Each loop ( L k ) transfers a pallet between consecutive tiers k

nd k + 1 where k = 1 , . . . , T − 1 . Therefore, to transfer pallets in a

ulti-tier system with T tiers, a maximum of T − 1 conveyor loops

re required. Loop L 1 transfers a load between the first and the

econd tier whereas loop L T −1 transfers a load between the T − 1 th

nd T th tier. For each loop k , the pallets, to be stored, queue at the

U point on tier k and the pallets, to be retrieved, queue at the LU

oint on tier k + 1 . 

Next, the queuing analysis is discussed. Each conveyor loop

egment is modeled as an open GI / G /1 queue with deterministic
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Table 4 

Notations used in the analysis of vertical transfer with conveyors and lifts. 

Notation Description 

L k Conveyor loop k = 1 , . . . , T − 1 

λ−1 
a s i ,L k 

, c 2 a s i ,L k 
Mean and SCV of the inter-arrival time for storage 

transaction class s i to L k 
λ−1 

a r i ,L k 
, c 2 a r i ,L k 

Mean and SCV of the inter-arrival time for retrieval 

transaction class r i to L k 
λ−1 

d s i ,L k 
, c 2 

d s i ,L k 
Mean and SCV of the inter-departure time for storage 

transaction class s i from L k 
λ−1 

d r i ,L k 
, c 2 

d r i ,L k 
Mean and SCV of the inter-departure time for retrieval 

transaction class r i from L k 
μ−1 

D 
, c 2 

ˆ s r i ,L k 
Mean and SCV of the service time for retrieval (or storage) 

transaction class r i (or s i ) at L k 
C L k Set of all transaction classes that visit conveyor loop L k 
ρr i ,L k Utilization of conveyor loop L k due to retrieval class r i 
ρL k Utilization of conveyor loop L k 
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p  
service time, μ−1 
D 

, implying that a network of T − 1 open GI / G /1

queues are used to model the conveyor system. The conveyor sta-

tions are indexed as L 1 , L 2 , . . . , L T −1 . There are T transaction classes

corresponding to the storage transaction and T transaction classes

corresponding to the retrieval transaction. The index i for stor-

age and retrieval classes: 1 , 2 , . . . , T corresponds to tiers 1 , 2 , . . . , T .

Note that class 1 storage and retrieval transactions do not use the

conveyor. A storage class i transaction is routed through the con-

veyor stations in the following order: L 1 , L 2 , . . . , L i −1 whereas a re-

trieval class i transaction is routed through the conveyor stations

in the following order: L i −1 , L i −2 , . . . , L 1 . Fig. 5 shows the queuing

network for the conveyor system with four tiers. 

Since pallets to be stored are first conveyed to the destina-

tion tiers using the conveyor subsystem, the storage transaction re-

quests arrive directly to the conveyor subsystem from an external
Fig. 5. Vertical conveyor queuing network for a four-tier system: (a) vertical conv
ource. The distribution of the inter-arrival times for storage trans-

ction class ( s i ) to the conveyor loop L 1 is exponential with mean,
−1 
a s i ,L 1 

, and SCV, c 2 a s i ,L 1 
= 1 , where i = { 2 , . . . , T } . However, the tier

ubsystem is involved in the first processing step of the retrieval

ransactions. The vehicle in the tier retrieves the pallet from the

torage address and then deposits at the LU point of the tier. Us-

ng a conveyor subsystem, the pallet is transferred from the LU

oint of the retrieval tier to the LU point of tier 1. Therefore, the

istribution of the inter-arrival times of the retrieval transactions

o the conveyor loops is not exponential. The mean of the inter-

rrival time for the retrieval transaction class r i to the conveyor

oop L i −1 from tier i is λ−1 
a r i ,L i −1 

. Further, for the retrieval transaction

lass r i , the SCV of the inter-arrival times to the conveyor loops

 c 2 a r i ,L i −1 
), is unknown. The inputs to the analysis are the mean and

CV of the inter-arrival times of the storage and retrieval transac-

ions to the conveyor loops. Note that the SCV of the inter-arrival

imes for retrieval transactions are not known and will be subse-

uently determined by linking the departure processes from the

ier and the conveyor subsystems. However, for the analysis of the

onveyor system in isolation, these are assumed to be known in-

uts with mean, λ−1 
a r i ,L i −1 

and SCV, c 2 a r i ,L i −1 
= 1 . Within the network,

he routing of the transactions and the service times at each node

f the tier are also known. With this information, the departure

rocess from each conveyor loop and the performance measures

re estimated using a parametric-decomposition approach. 

The conveyor model, which is a multi-class open queuing net-

ork with tandem stations, is a non product-form queuing net-

ork that is solved using a parametric-decomposition approach

 Whitt (1983, 1994) ). To solve a queuing model using the decom-

osition approach, the inputs are the mean and the SCV of the
eyors, (b) flow of storage transactions, and (c) flow of retrieval transactions. 
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ransaction inter-arrival time to all stations, and the mean and SCV

f the service times for all stations in the network. The outputs are

he performance measures for each station, such as utilization, ex-

ected cycle time and the expected number of transactions waiting

n the queue. 

In the conveyor subsystem, the mean inter-arrival and the inter-

eparture times for all transaction classes at conveyor station, L k 
re given by Eqs. (15) and (16) respectively. Though the mean

nter-arrival time, mean service time, and the SCV of the service

ime at all stations are known, the SCV of inter-arrival times at sta-

ions are not all known. For instance, in Fig. 5 , the SCV of the inter-

rrival times for storage classes 2, 3, and 4 at conveyor loop L 1 
ueue are known, but the SCV of the inter-arrival times for storage

lasses 3 and 4 to conveyor loop L 2 are unknown. Similarly, while

he SCV of the inter-arrival times for retrieval classes 2, 3, and 4 at

onveyor loop L 1 , L 2 , and L 3 are known, the SCV of the inter-arrival

imes for retrieval classes 3 and 4 at loop L 1 queue are unknown.

he approach to determine the unknown SCVs of the inter-arrival

imes is described for a retrieval class r i at conveyor loop k . Let

 L k 
denote the set of all transaction classes that visit station L k 

for instance, C L 1 = { r 2 , . . . , r T , s 2 , . . . , s T } ). The expression for esti-

ating c 2 
d r i ,L k 

is provided by Whitt (1994) ( Eq. (17) ), where φr i ,L k 

s defined as λa r i ,L k 
/ 
∑ 

j∈ C L k 
λa j,L k 

. Also note that the inter-departure

ime SCV and the inter-arrival time SCV of a transaction class are

inked across consecutive conveyor stations by the following rela-

ionship. The inter-departure time SCV of a transaction class at a

onveyor station is equal to the inter-arrival time SCV for the same

lass at its next station in the routing ( Eqs. (18) and (19) ). Using

his approach, the SCV of the inter-departure time for all classes

rom the conveyor loops can be determined. 

−1 
a j,L k 

= λ−1 
j 

∀ j ∈ C L k (15) 

−1 
d j,L k 

= λ−1 
a j,L k 

∀ j ∈ C L k (16) 

 

2 
d r i ,L k 

= ρ2 
r i ,L k 

c 2 ˆ s r i ,L k 
+ (1 − 2 ρr i ,L k ρL k + ρ2 

r i ,L k 
) c 2 a r i ,L k 

+ φr i ,L k 

∑ 

j � = r i , ∀ j ∈ C L k 

ρ2 
j,L k 

φ j,L k 

(c 2 ˆ s j,L k 
+ c 2 a j,L k 

) (17) 

 

2 
d r i ,L k 

= c 2 a r i ,L k −1 
(18) 

 

2 
d s i ,L k 

= c 2 a s i ,L k +1 
(19) 

where i ∈ { 1 , . . . , T } and k ∈ { 1 , . . . , T − 1 } 
Since the travel time in the conveyor loop is assumed to

e deterministic, c 2 
ˆ s r i ,L k 

= 0 and c 2 
ˆ s s i ,L k 

= 0 ∀ i ∈ { 1 , . . . , T } and ∀ k ∈
 1 , . . . , T − 1 } , the values of two variables, for each transaction

lass j : j ∈ C L k at a station L k , c 2 
d j,L k 

and c 2 a j,L k 
, are unknown.

he number of transaction classes routed to conveyor station L k 
s 2(T − k ) . Therefore, the total number of initial variables is

 T (T − 1) . Amongst them, the inter-arrival time SCVs of the stor-

ge classes at station 1, (T − 1) quantities, and the inter-arrival

ime SCVs of retrieval transactions from the tiers to the conveyor

tations, (T − 1) quantities, are initialized to 1 (assuming an expo-

ential distribution). Therefore, the remaining number of unknown

uantities is 2(T − 1) 2 . 

To estimate the SCV of inter-arrival times of retrieval and stor-

ge classes at all stations, a system of linear equations is formed

sing the following two steps: 1) the expression for the inter-

eparture time SCV for all classes at each conveyor station is

nown from Eq. (17) . This gives a set of T (T − 1) linear equations,

) further, note that the inter-departure time SCV of a transaction

lass from a conveyor station forms the inter-arrival time SCV of
he same class to the consecutive station. This gives an additional

et of (T − 2)(T − 1) linear equations ( Eqs. (18) and (19) ). 

Now, we have a system of 2(T − 1) 2 linear equations and 2(T −
) 2 unknown variables, which is solved to obtain the inter-arrival

ime SCVs for all classes to the conveyor stations. Next, each sta-

ion can be solved in isolation and the performance measures

uch as conveyor loop utilization, average queue length, and stor-

ge and retrieval vertical transfer cycle times can be evaluated us-

ng standard approximation for GI / G /1 queues (Refer Whitt, 1983 ).

he expressions for the performance measures are provided in

ection 7.2 . The vertical movements with lifts are modeled in a

imilar fashion where the lift resource is modeled using a GI / G /1

ueue. The details of the lift analysis are included in Appendix C. 

. Linking models for horizontal and vertical movements 

In the previous sections, the queuing analysis of individual tiers

nd the vertical transfer subsystem (lifts or conveyors) have been

tudied in isolation. However, in reality, these queuing systems are

nter-related. For instance, for storage transactions, the departure

rocess from the vertical transfer subsystem forms the arrival pro-

ess to the tier subsystems. Similarly, for retrieval transactions,

he departure process from the tier subsystems forms the arrival

rocess to the vertical transfer subsystem (see Fig. 3 b). The de-

arture processes for the tier and vertical transfer subsystems are

inked by a set of equations that are solved using an iterative al-

orithm. Figure 7 illustrates the approach described in detail in

ections 6.1 and 6.2 . 

.1. Linking equations for vertical transfer with conveyors 

First, the queuing model of the conveyor system is solved as-

uming the SCV of the inter-arrival time for the retrieval transac-

ion class r i , (c 2 a r i ,L i −1 
) curr ∀ i = (2 , . . . , T ) , to the conveyor loop L i −1 

o be equal to 1. Since the inter-arrival times for storage transac-

ions have an exponential distribution, the inter-arrival time SCV

or all classes of storage transactions to the conveyor loop L 1 is

ndeed equal to 1. With this initialization, the conveyor queuing

etwork is solved using the method described in Section 5 . After

olving the queuing network, the inter-departure time SCVs for all

lasses of storage transactions are determined. With this informa-

ion, the inter-arrival time SCV for the aggregated class ( c 2 a A i ,J i 
) to

he buffer B 1 i of synchronization station J in tier i : i = (2 , . . . , T )

s calculated using Eq. (2) described in Step 1 of Section 4 . This

tep is followed by aggregating the subnetwork of each tier into

 load-dependent station S i and estimating μi ( n ). Note that this

tep is executed only once because the value of μi ( n ) is indepen-

ent of the inter-arrival time distribution of the transactions. Then,

he inter-departure time SCV for aggregate transaction classes from

ll tiers is analyzed using the approach described in Step 2 of

ection 4 and the SCV of the inter-departure times for the retrieval

ransaction class r i , c 2 
d r i ,S i 

, from S i is determined. Since this inter-

eparture time SCV forms the inter-arrival time SCV for transac-

ion class r i to the conveyor loop L i −1 , the error component ( δi ),

hich is defined as the absolute difference between c 2 
d r i ,S i 

and

(c 2 a r i ,L i −1 
) curr , is computed for i = (2 , . . . , T ) . If the maximum ab-

olute difference ( δmax ) is less than ε then the algorithm is ter-

inated else (c 2 a r i ,L i −1 
) curr is updated using the step-size rule and

ll steps are repeated. The flowchart shown in Appendix E sum-

arizes the steps of this algorithm. The next section presents the

odel and the expressions to determine the performance mea-

ures for the tier, conveyor, and integrated multi-tier system. 
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Table 5 

Description of terms used for performance measures. 

Symbol Description 

Q B 1 i 
Expected number of transactions waiting at Buffer B 1 of tier i 

U V i Utilization of the vehicles in tier i 

E[ CT tr i ] Expected cycle time for the retrieval transactions in tier i 

E[ CT ts i ] Expected cycle time for the storage transactions in tier i 

Q C Expected number of transactions waiting for conveyor 

Q L Expected number of transactions waiting for lift 

E[ CT cr i ] Expected conveyor cycle time for retrieval transactions of class i 

E[ CT cs i ] Expected conveyor cycle time for storage transactions of class i 

E[ CT lr i ] Expected lift cycle time for retrieval transactions of class i 

E[ CT ls i ] Expected lift cycle time for storage transactions of class i 

E[ CT s c ] Total expected cycle time for storage transactions in conveyor system 

E[ CT r c ] Total expected cycle time for storage transactions in conveyor system 

E[ CT s l ] Total expected cycle time for storage transactions in lift system 

E[ CT r l ] Total expected cycle time for storage transactions in lift system 
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6.2. Linking equations for vertical transfer with lift 

Similar to the conveyor model, the departure process from the

lift and the tier subsystems is analyzed and linked together using

the algorithm described in Section 6.1 . The linking algorithm for

multiple tiers with a lift is similar to the one developed with a

conveyor except that there is a single server representing the lift

resource ( ̂  L 1 ) instead of a series of single-server stations represent-

ing the conveyor segments. First, the queuing model of the lift sys-

tem, ̂  L 1 is evaluated by assuming the SCV of the inter-arrival time

for the retrieval transaction class r i , (c 2 a 
r i , ̂

 L 1 

) curr ∀ i = (2 , . . . , T ) , to

the lift resource ̂  L 1 , to be 1. Since the inter-arrival times for stor-

age transactions have an exponential distribution, the inter-arrival

time SCV for all classes of storage transactions to the lift resource
 L 1 is indeed 1. With this initialization, the lift queuing network is

solved using the method described in Appendix C and the SCV of

the inter-departure times for the individual tiers are obtained. The

remaining linking steps where the tier networks are evaluated and

new estimates for the SCV of the inter-arrival times for the trans-

actions to the lifts are identical to that discussed in Section 6.1 . 

7. Estimating performance measures 

The following subsections explain the model and list the ex-

pressions to estimate the performance measures for the subsys-

tems and the multi-tier system. Section 7.1 discusses the equa-

tions to estimate the measures corresponding to a tier whereas

Section 7.2 discusses the equations to estimate the measures corre-

sponding to a vertical transfer unit (both conveyors and lifts). The

notations used to denote the performance measures are included

in Table 5 . 

7.1. Performance measures for horizontal movement within a tier 

The performance estimate for each tier corresponding to the

model illustrated in Fig. 3 b is obtained by solving a continuous

time Markov chain. The state space for the CTMC is described by

a two-tuple vector ( i 1 , i 2 ), which is used earlier in the analysis of

the embedded Markov chain except that the value for the tuples

i 1 is no longer restricted to K − 1 . The tuples i 1 and i 2 take the

values from the set {−V, −V + 1 , . . . , 0 , . . . , ∞} and {1, 2} respec-

tively. The expected inter-arrival times corresponding to the first

and the second phase of the Cox-2 arrival process are λ−1 
1 i 

and λ−1 
2 i 

respectively. The expected load-dependent service time is denoted

by μi (n ) −1 . With this information, the flow balance equations are

solved and the steady state probability distribution for the CTMC,

π t is obtained. Using π t , the vehicle utilization ( U V i 
) and the ex-

pected number of transactions waiting to be processed at buffer
 1 ( Q B 1 i 
) for tier i : i ∈ { 1 , . . . , T } can be estimated. The expressions

or the performance measures of a tier are provided now. 

Vehicle Utilization: To estimate vehicle utilization, the ex-

ected number of idle vehicles ( E[ I V i ] ) needs to be determined.

he expressions to determine E[ I V i ] and vehicle utilization ( U V i 
) are

iven by Eqs. (20) and (21) respectively. Note that when i 1 < 0,

here are | i 1 | number of idle vehicles at buffer B 2 i . Therefore, the

xpected number of idle vehicles is estimated by taking an expec-

ation on the number of idle vehicles corresponding to states i 1 <

. 

[ I V i ] = 

∑ 

i 1 ,i 2 : i 1 < 0 

πt (i 1 , i 2 ) | i 1 | (20)

 V i = 1 − E[ I V i ] 

V 

(21)

Average Number of Transactions Waiting for Service: The ex-

ression for the average number of transactions waiting for service

 Q B 1 i 
) is given by Eq. (22) . 

 B 1 i = 

∑ 

i 1 ,i 2 : i 1 > 0 

πt (i 1 , i 2 ) i 1 (22)

Expected Transaction Cycle Times in a Tier: To estimate these

easures, the expected number of busy vehicles in the tier subsys-

em is determined by the expression V − E[ I V i ] . Since we assume

s i = λr i for each tier, the expected number of busy vehicles pro-

essing storages and retrievals is equal to 
V −E[ I V i 

] 

2 . 

The expected retrieval cycle time in a tier, E[ CT tr i 
] , is composed

f two components: waiting time for an available vehicle and pro-

essing time in a tier. Both the components are estimated by ap-

lying Little’s law in the buffer B 1 i and in the tier network. Since

 B 1 i 
is the expected number of transactions waiting in buffer B 1 i ,

Q B 1 i 
λr i 

+ λs i 

is the expected waiting time for an available vehicle. Sim-

larly, 
V −E[ I V i 

] 

2 is the expected number of vehicles processing re-

rieval transactions within a tier. Therefore, 
V −E[ I V i 

] 

2 λr i 

is the aver-

ge time to process a retrieval transaction within a tier. While the

aiting time component can be estimated in a similar fashion for

he storage transactions, the expected processing time for a storage

ransaction cannot be directly estimated. 

Note that the processing of a storage transaction is complete

hen the pallet is unloaded at the storage location within an aisle.

herefore, only a fraction of storage class vehicles within an aisle

re processing storage transactions while the rest are on their re-

urn travel to the LU dwell point. To estimate the expected time

pent by a storage class vehicle within an aisle until unloading

he pallet is complete, the following approach is adopted. The to-

al expected time spent within an aisle is the difference between

he expected processing time within a tier and the sum of the

xpected times spent by the storage class vehicle at the cross-

isles and the LU point. Hence, the expected time spent by a stor-

ge class vehicle at an aisle is determined using the expression
V −E[ I V i 

] 

2 λs i 

− (2 μ−1 
CA L 

+ μ−1 
LU 

) . Further, this expression is multiplied by a

erm α, which is the ratio of time spent in the aisle until a storage

ransaction is complete and the total expected time spent within

n aisle to obtain E[ CT a i ] , which is the expected time spent by

he vehicle in the aisle until the storage transaction is complete.

ith this information, the expected cycle time for processing stor-

ge and retrieval transactions in a tier i ( E [ CT ts i 
] and E [ CT tr i 

] ) can

e obtained by the expressions provided in Eqs. (23) and (24) . 

[ CT tr i ] = 

Q B 1 i 

λr i + λs i 

+ 

V − E[ I V i ] 

2 λr i 

(23)
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[ CT ts i ] = 

Q B 1 i 

λr i + λs i 

+ μ−1 
CA L 

+ μ−1 
LU + E[ CT a,i ] (24) 

here E[ CT a i ] = α
(V −E[ I V i 

] 

2 λs i 

− (2 μ−1 
CA L 

+ μ−1 
LU 

) 
)

is the expected aisle

ime spent by a storage transaction and α = 

W 

2 v h 
+ x w v h 

+ U v t 
W 

v h 
+ 2 x w v h 

+ U v t 
. 

.2. Performance measures for the vertical transfer unit 

We now obtain the performance estimates for the conveyor

ubsystem such as conveyor utilization ( U C ), expected number of

ransactions waiting for conveyor ( Q C ), and expected conveyor cy-

le time for processing storage and retrieval transactions ( E [ CT cr ]

nd E [ CT cs ]). These measures are calculated using the SCV of the

nter-arrival times for the transaction classes obtained after the

onvergence of the linking algorithm. 

Conveyor Utilization: The utilization of conveyor loop L 1 ( ρL 1 
)

s of prime interest to design engineers because all transactions

hat require conveyors use loop L 1 . Hence, it is the most utilized

onveyor loop among all loops and used as a measure of the con-

eyor system utilization ( Eq. (25) ). 

 C = 

∑ 

j∈ C L 1 

ρ j,L 1 (25) 

xpected Cycle Times for the Conveyor System: Eq. (26) provides

he expression to estimate the expected cycle time ( E[ R L k ] ) for

ll classes of transactions at conveyor loop L k where E[ W L k 
] GI/G/ 1 

enotes the expected waiting time at loop L k . In this equation,

[ W L k 
] GI/G/ 1 denotes the expected waiting time in a GI / G /1 queue

 Whitt (1983) ). Eqs. (27) and (28) provide the expressions to de-

ermine the expected conveyor cycle time for class i retrieval and

lass i storage transactions ( E[ CT cr i ] and E[ CT cs i ] ) respectively using

he values for E[ R L k ] . The expected cycle time component to re-

rieve and store a pallet using the conveyor subsystem are denoted

y E [ CT cr ] and E [ CT cs ] respectively ( Eqs. (29) and (30) ). 

[ R L k ] = E[ W L k ] 
GI/G/ 1 + μ−1 

D ∀ k ∈ { 1 , . . . , T − 1 } (26) 

[ CT cr i ] = 

i −1 ∑ 

k =1 

E[ R L k ] ∀ i ∈ { 2 , . . . , T } (27) 

[ CT cs i ] = 

i −1 ∑ 

k =1 

E[ R L k ] ∀ i ∈ { 2 , . . . , T } (28) 

[ CT cr ] = 

∑ T 
i =2 E[ CT cr i ] 

T − 1 

(29) 

[ CT cs ] = 

∑ T 
i =2 E[ CT cs i ] 

T − 1 

(30) 

verage Number of Transactions Waiting for Vertical Transfer:

he average number of transactions waiting at conveyor loop L k 
 Q L k 

), is estimated using Little’s law. The expression to estimate the

otal number of transactions ( Q C ) waiting in the conveyor subsys-

em is shown in Eq. (31) . 

 C = 

T −1 ∑ 

k =1 

Q L k (31) 

From the lift queuing model, the following performance mea-

ures can be obtained: the expected storage and retrieval lift cy-

le time E[ CT ls i ] and E[ CT lr i ] for transaction class i ( Eqs. (32) and

33) ), the lift utilization ( U L ), and the average number of transac-

ions waiting for the lift ( Q L ). 

[ CT ls i ] = E [ W L ] 
GI/G/ 1 + E [ S s i ] (32) 

GI/G/ 1 
[ CT lr i ] = E [ W L ] + E [ S r i ] (33) r  
.3. Performance measures for the overall system 

For the integrated system, the expected transaction cycle times

 E[ CT s c ] and E[ CT r c ] ), average vehicle utilization ( U V ), and the ex-

ected number of transactions waiting for service ( E [ Q W 

]) in all

iers are estimated. 

Expected Transaction Cycle Times: The total expected cycle

ime for storage and retrieval transactions, which is the weighted

um of the cycle time across all tiers, are given by Eqs. (34) and

35) respectively. 

[ CT s c ] = 

1 

T 
(E[ CT ts 1 ]) + 

1 

T 

T ∑ 

i =2 

(E[ CT ts i ] + E[ CT cs i ]) (34) 

[ CT r c ] = 

1 

T 
(E[ CT tr 1 ]) + 

1 

T 

T ∑ 

i =2 

(E[ CT tr i ] + E[ CT cr i ]) (35) 

Average Vehicle Utilization: The average vehicle utilization

cross all tiers is given by Eq. (36) . 

 V = 

∑ T 
i =1 U V i 

T 
(36) 

Average Number of Transactions Waiting for Service: The av-

rage number of transactions waiting across all tiers is given by Eq.

37) . 

 B 1 = 

T ∑ 

i =1 

Q B 1 i (37) 

To determine the expected transaction cycle times ( E[ CT s l ] and

 [ CT r l ] ), E [ CT ls i ] and E [ CT lr i ] are substituted in place of E[ CT cs i ] and

[ CT cr i ] in Eqs. (34) and (35) respectively. The next section presents

he numerical results and insights. 

. Numerical experiments 

This section describes the design of experiments conducted to

alidate the model results and develop insights with respect to the

esign parameters. For the multi-tier system, the expected queue

ength at the vertical transfers, the expected transaction through-

ut times, and the vehicle and vertical transfer resource utiliza-

ion are of interest for system sizing. To validate the analytical

odel, we obtain input data by partnering with Savoye Logistics

 http://www.savoye.com/en ), a leading manufacturer of AVS/RS. For

xperimentation, we consider a tier with two levels of D 
W 

ratio: 1

nd 2. A tier with 30 aisles and 81 columns (4860 storage loca-

ions per tier) has a D 
W 

ratio of 1 whereas a tier with 44 aisles

nd 60 columns (5280 storage locations per tier) has a D 
W 

ratio of

. The number of tiers is also varied at two levels: 5 and 7. The

ransaction rate is varied from 270 pallets/hr to 400 pallets/hr in

0 equally spaced intervals. To maintain the utilization of both ve-

icles as well as the vertical transfer between 60% to 90%, we con-

ider 5 vehicles per tier for the conveyor-based system. However,

or the lift-based system, we consider 2 vehicles per tier and 3 ve-

icles per tier for the 7 tier and the 5 tier system, respectively. In

um, 40 cases each (2 × 2 × 10) were analyzed for both conveyor

nd lift systems. 

Based on practical application data, the vehicle horizontal ve-

ocity ( v h ), lift velocity ( v l ), and conveyor velocity ( v c ) are initial-

zed to 8.2 ft/sec, 4.9 ft/sec, and 1.5 ft/sec respectively. We as-

ume that lifts have an additional load/unload time of 2 seconds.

he depth ( r d ) and width ( w d ) of each rack location is considered

o be 3.94 ft and 5.4 ft, respectively. The aisle width ( a w 

) is con-

idered to be 6.089 ft. The lengths of the cross-aisle and the aisle

re given by the expressions ((2 × r d + a w 

) N a ) and w d × N c , re-

pectively where N a and N c are the number of aisles and columns,

espectively. The loading and unloading times of the pallet by a

http://www.savoye.com/en
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Table 6 

Model performance (Output for conveyor-based system). 

Statistic U V E [ CT cr ] E [ CT cs ] Q C U C 

Average 0 .90% 7 .66% 8 .17% 21 .95% 0 .11% 

Range -0 .24%-1.99% 4 .73%-12.26% 4 .49%-15.81% -6 .98%-60.8% 0 .01%-0.30% 

Table 7 

Model performance (Output for lift-based system). 

Statistic U V E [ CT lr ] E [ CT ls ] Q L U L 

Average 1 .34% 6 .84% 4 .91% 11 .16% 0 .13% 

Range -0 .35%-3.01% 1 .01%-14.49% 14 .4%-11.79% 4 .45%-21.63% 0 .0%-0.30% 

Table 8 

Performance estimates for conveyor-based AVS/RS with 5 vehicles/tier. 

λs , λr (pall./hr) Type Q B 1 U V (%) E[ CT r c ] (sec) E[ CT s c ] (sec) E [ CT cr ](sec) E [ CT cs ](sec) Q C U C (%) 

648 y a 4 .3 66% 180 131 32 32 2 .3 77% 

y s 3 .0 66% 173 123 29 28 1 .7 77% 

662 y a 4 .9 68% 184 135 33 33 2 .5 79% 

y s 3 .3 67% 176 125 30 29 1 .9 79% 

677 y a 5 .7 70% 190 140 35 35 2 .8 81% 

y s 4 .0 69% 180 130 31 30 2 .1 81% 

691 y a 6 .7 71% 196 146 36 36 3 .1 82% 

y s 4 .7 71% 185 134 32 32 2 .4 82% 

706 y a 7 .8 73% 203 153 38 38 3 .4 84% 

y s 5 .6 72% 192 140 34 33 2 .7 84% 

720 y a 9 .1 75% 211 161 40 40 3 .9 86% 

y s 6 .1 73% 196 144 36 35 3 .0 86% 

734 y a 10 .7 76% 220 170 43 43 4 .4 87% 

y s 7 .0 75% 202 150 38 37 3 .5 87% 

749 y a 12 .6 78% 231 181 46 46 5 .1 89% 

y s 8 .2 77% 211 158 42 40 4 .2 89% 

763 y a 14 .8 80% 245 195 51 51 6 .0 91% 

y s 9 .4 78% 221 167 46 44 5 .0 91% 

778 y a 16 .6 82% 263 212 57 57 7 .3 93% 

y s 10 .8 80% 234 179 53 50 6 .3 93% 
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vehicle are 15 seconds in a tier whereas the load/unload time of

conveyors is 2 seconds each. The simulation model is build using

AutoMod 

TM v12.2.1. (see Roy et al. (2015a ) for details). For each

scenario, 15 replications are run with a warm-up period of at least

6500 transactions and a run time of at least 65,000 transactions.

The analytical model takes less than 30 seconds of computational

time on a standard PC. 

Performance of the Analytical Model : For AVS/RS with con-

veyor mechanism, the average absolute error percentage | y a −y s 
y s 

| in
the total expected conveyor transaction cycle times, conveyor uti-

lization and the expected number of transactions waiting for the

conveyor are 8%, 0.1%, and 22% respectively whereas for AVS/RS

with lift mechanism, the average absolute error percentage in the

total expected transaction cycle times, lift utilization and expected

number of transactions waiting for the lift are 6%, 0.1%, and 12%

respectively, where y a and y s denote the performance measure es-

timates obtained from the analytical and simulation models re-

spectively. The linking algorithm converges in less than 25 itera-

tions for a seven-tier system. Figure 8a in Appendix F shows the

distribution of the absolute errors for the conveyor-based system

such as vehicle utilization, expected conveyor retrieval and storage

cycle time, expected number of transactions waiting for the con-

veyor, and conveyor utilization. Similarly, Figure 8b in Appendix F

shows the distribution of the absolute errors for the lift-based sys-

tem such as vehicle utilization, expected lift retrieval and storage

cycle time, expected number of transactions waiting for lift, and

lift utilization. It can be seen that the overall errors for all mea-

sures are within 15% except for the expected number of transac-

tions that wait for conveyor, Q C . The expected number of trans-

actions waiting for the conveyor is low (0.3-0.5 per tier), hence
he errors appear high (See Table 8 ). Further, we use the two-

oment approximations of the inter-arrival and service times for

nalyzing the performance of a station, which results in additional

rrors (see Whitt (1983) ). Tables 6 and 7 provide a summary of

he averages as well as the range (min-max) for the performance

easures corresponding to the conveyor system and lift system

espectively. 

Performance Measures for Conveyor and Lift-based Systems :

ables 8 and 9 provide the numerical results from the analytical

odels of the conveyor and lift-based systems respectively. For the

onveyor-based system, the results for the performance measures:

ehicle utilization, conveyor utilization, expected transaction cycle

imes, expected conveyor cycle times, and the average number of

ransactions waiting for vehicles and conveyor are shown whereas

or the lift-based system, the results for the performance mea-

ures: vehicle utilization, lift utilization, expected transaction cycle

imes, expected lift cycle times, and the average number of trans-

ctions waiting for vehicles and lift are shown. The configurations

or both systems are seven tiers, and 5280 storage locations/tier.

ote that the lift system becomes a bottleneck resource with 2 ve-

icles/tier. However, the conveyor system permits an increase in

he number of vehicles from 2 to 5 vehicles/tier, which allows an

ncrease in the throughput capacity of the system by 150%. These

xperiments suggest that the conveyor mechanism can substan-

ially improve the throughput capacity of AVS/RS. Also note that by

sing multiple conveyor loops, the expected cycle time for vertical

ransfer is less than that of the lift system. 

Comparison of Expected Transaction Cycle Times : Further, for

he multi-tier system with 7 tiers, 28,560 storage locations, and 3

ehicles/tier, the λs , λr are varied from 270 to 306 pallets/hr. For
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Table 9 

Performance estimates for lift-based AVS/RS with 2 vehicles/tier. 

λs , λr (pall./hr) Type Q B 1 U V (%) E[ CT r l ] (sec) E[ CT s l ] (sec) E [ CT lr ](sec) E [ CT ls ](sec) Q L U L (%) 

270 y a 5 .7 63% 236 191 50 49 2 .3 83% 

y s 3 .5 62% 204 159 47 46 2 .2 83% 

274 y a 6 .0 64% 242 197 53 52 2 .6 84% 

y s 3 .8 62% 208 165 50 50 2 .4 84% 

277 y a 6 .4 65% 249 204 57 55 2 .8 86% 

y s 4 .0 63% 214 169 53 52 2 .6 86% 

281 y a 6 .8 65% 257 212 61 60 3 .2 87% 

y s 4 .3 64% 221 177 57 56 2 .9 87% 

284 y a 7 .2 66% 266 221 66 65 3 .5 88% 

y s 4 .4 65% 227 183 61 60 3 .2 88% 

288 y a 7 .7 67% 276 231 72 70 4 .0 89% 

y s 4 .6 66% 233 189 66 66 3 .6 89% 

292 y a 8 .2 68% 287 242 79 78 4 .5 90% 

y s 4 .8 66% 244 201 75 74 4 .3 90% 

295 y a 8 .7 69% 300 255 88 87 5 .2 91% 

y s 5 .1 67% 255 211 84 83 5 .0 91% 

299 y a 9 .3 70% 316 271 100 99 6 .1 92% 

y s 5 .3 68% 266 222 93 92 5 .6 92% 

302 y a 9 .9 71% 335 290 116 114 7 .4 93% 

y s 5 .7 69% 287 243 110 109 6 .9 93% 
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Fig. 6. Comparing retrieval transaction cycle times with lift and conveyor system. 
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hese set of system configurations, it is observed that the conveyor

ystem decreases the expected transaction cycle times by 17%-64%

 Fig. 6 ). Since the conveyor throughput capacity is greater than the

ift throughput capacity, the lift waiting time is more than the con-

eyor waiting time for the same transaction arrival rates. Hence,

e notice that as the arrival rates increase, the expected transac-

ion time with the lift grows rapidly. However, note that the deci-

ion to select a conveyor vertical transfer over a lift vertical trans-

er is subject to many other factors such as cost and space consid-

rations. For instance, the lift unit is compact and typically requires

ess space than the conveyor unit. 

Throughput Capacity : The throughput capacity of each tier

 is min (X(V i ) , λs i + λr i ) where X ( V i ) is the throughput of the

losed queuing network corresponding to a tier with V vehicles.

owever, for the multi-tier system, the throughput capacity is

in ( 
∑ T 

i =1 X(V i ) , 
∑ T 

i =1 λs i + λr i , μv ) where μv is the throughput ca-

acity of the vertical transfer unit. While the number of vehicles in

he system can be increased to increase the throughput capacity, at

ome point, the throughput capacity of the vertical transfer mech-
nism will constrain the throughput capacity of the system. Due to

ultiple conveyor loops, which process transactions in parallel, the

hroughput capacity of the system is improved by multiple times

hen compared to the lift-based system. 

Unequal Storage and Retrieval Transaction Rate : We analyze

dditional scenarios with different rates of storage and retrieval

ransactions per tier, i.e., the ratio between the λs i and λr i varies:

) λs i = λr i (base scenario), 2) λs i = 2 λr , 3) λs i = 5 λr , 4) λs i = 

1 
2 λr i ,

nd 5) λs i = 

1 
5 λr i . In cases 2–5, we observe that the expected trans-

ction cycle times (for both storage and retrieval) remains un-

hanged from the base scenario, case 1 ( λs i = λr i ). Note that the

ehicles dwell at the LU point before processing the next transac-

ion. Hence, the round trip service time of a vehicle processing ei-

her storage or retrieval transactions is identical. Further, all trans-

ctions (irrespective of their class) are executed in a First Come

irst Serve (FCFS) sequence and hence, their expected cycle times

o not get affected with their relative proportions. 
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9. Summary and conclusions 

During the last decade, a new generation of AVS/RS that pro-

vides additional throughput capacity flexibility has emerged. We

develop a modular decomposition-based queuing network frame-

work to analyze such systems. Our approach captures several dis-

tinguishing features of AVS/RS such as sequential rectilinear vehi-

cle movement in a tier, service protocols for accessing resources,

transaction requests competing for shared vertical transfer re-

sources from multiple tiers, and resource synchronization require-

ments. We illustrate the use of this approach using two types of

vertical transfer mechanisms: lifts and conveyors. The solution ap-

proach is efficient and scalable, and can accommodate a wide va-

riety of design parameter settings such as different tier depth-to-

width ratios, number of tiers, and number of vertical transfer units.

A key building block of the approach is the detailed model of

the horizontal movement dynamics within a tier. Each tier is mod-

eled as an SOQN to capture the transaction waiting times for ve-

hicles. To ensure the computational tractability of a system with

multiple tiers, each tier is modeled in an aggregate way as a single

load-dependent queue, with the service rate for this queue being

obtained from the analysis of the respective SOQNs. 

The vertical transfer subsystem is modeled as a multi-class

queuing network with GI / G /1 queues corresponding to different

vertical transfer segments. An analysis of the entire system re-

quires effectively capturing the linkage between arrivals and de-

partures in the tier subsystem and vertical transfer units. To do so,

we develop approximations using embedded Markov chain analysis

to estimate the first and second moments of inter-departure times

from the load-dependent queue present in the semi-open queue.

Then, using a detailed departure process analysis and a novel link-

ing algorithm, the models are solved. Detailed simulations are car-

ried out to show the efficacy of the analytical model. A compari-

son of the results with simulation shows that the errors are low.

Our approximations for the departure process in SOQN and the

methodology for linking multiple SOQNs also address a major limi-

tation in the current state-of-the-art SOQN literature. However, fu-

ture research would include developing more accurate and robust

estimates of inter-departure times from the load-dependent server

for linking multiple SOQNs (see also Roy (2016) ). 
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