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Introdueting

Hanniné is gain:hig Popul arity at all iovels of human organi.
sation: individuil or personal, firm, industry and the government,
Further, 1 successful Flanning at any level antails thres things: .

(a) Pussive forseasts: It is guite impossible for unit, say,
a firm to maks plans unless it has some view of the ‘problams which
lie ahead and 30 forscasts have to be mide waich will Indicate what
1s 1ikely to happsn in ths absence of any action bv the a-myl

"~ (b) Sstuing of objectives: 3efore shy glan c=n be 1aid, ar orgae
nisation must have formulited szm. osbjectives; ind

{e) fctusl forscists: diven the 2vailability of ; prsedve forem
easts and ziven that some company odbjcctives havs been Tormulsited, the
firm has to b2 able to forgcast what will te the outecms o° rsuing
these objwctives by means af the policy instruzents witnin its conernls o
€s8. the variation of prigces and advertising exrenditurs to aghiay
short term ands, and in the long run cheng:s in moduct guality -ns
Aversification intn new fialds,

-
r

Forzeasting 1s defined a8 of deseribing futurs -vints aeisely.

Tecmical nots nrepars 4 by Prof. G.3. Gupta
. %1 am cratefy] to Pref, P.H. Misra for soms useful discuscien,



Thus, forecasting is am Intagral part of rlanning sroesss. s
management can escape from foregasting, for avery businsss deeizlc
necessarily rests ufon some forecast of futurs uOﬂdl*lOuS at tc
forecast, thereforg, is rsally to assume or forecast indaiinits 2er.
tinuation of the gtatug oup, To expsct or forscast ns <iume i .o2e
days of dynimic change ssems very short sighted nd urr.-iis:

Thus, the firm has po choice between forecasting and not forc:
tha area of choice only concerns. th: way the foreeast ie asdc, wre

doe$ it, and what resowces are devotad to it, Howewer, carrect
forecasting is not usually possible because of the undarialnty whic:
inevitallly attaches to the future. Hone of us knows exzatly uhet .
will happen to him next year, next month, naxt dav, and sven in the naxt
moment. This is the paradox of forszcasting: we all Lave to do beozuse
we are going to spend the rast of our life in the future, bub we can a0
it only imperfectly because of the uncertaluty sttachad to the fuwre.
By forezasiing we only try to minimise ths impact of nzertainty, Tor
forzcasting is only 2 means of attempting to Teduce unzertaints 7 the
future end not of eliminating it.
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Before wo discuss thes various forszasting technlguss, it mer iz
noted that forecastinz 1s only one technique of managament dscisions,
the other tcchiniques which facilitate dacision making are orerstions
research techniques and discounted cash-flow analysis,- & forecast o7
industry's product dumand alone msy be snough To answar the cuesti-m,
"Ia this market big emough." Howsivar, most investment problens ro
more complex, They require the usc.of operatiosnz rosearch technijuss
te decide the optimum-size of tha new plant, and the use of dissountod
msh flow analysis to arrive it the probsbls rate of ruturn =nd io

compare zitsrnativs investment praisets. In thiz note we saall comfin
our discussion to various forecasting teehnisues,

Forecasting lechniwvies

Snece forecasts play an imporiant rols I daelbion r;:king, it
is crucial to use the btest avail-bl. technigue to ninimisc the fir.oast
inaccuracy. However, thers 1s no unisue mothod which can alusy= Zuirantz:
the -bast result, rfurthsrmore, th. 2720ice of 1 method is often izt lad
by dzta avoilapility =ndfor by urgeney of forzcasts. zny tiucs Toro-
casiars ars forced to use legs-rzliable mslhod, for ths recuirsd d-ta
for the us: of more reliablc method s not always aveilable. If thu



use of betisr techniques is time consuring and tne forscazts 12
urgently nesded, rorecasts are mede on the bisis of ¢isy g izes
rallabla techniquss. Therefore, it is luportant to kmow all ihe

vardous techniques of forecasting, K whz: follows, we review tne
vardous forecasuving techuniquss and note thair advantages and limit-ions,

The several forecasting technijues, roughly in the ~zc:niing ¢:dor
of sophistication and rsrhape the accurasv of thiir forscaisis, ar: thz
following:

1) Bistorical inalogy Mathod

2} Trend Method

3) Znd«Uss Method

4) Survéy Mathod

3; Regression Mathod :

'8) Leading " hdlcatars Method

7) Stmultaneous Equaticnsd Method

Methods (2}, {S) and (7) are jointly referred to as Statissical
method. Method (2) 18 1lso known by nemas Time Series method or
Extrapolation method. Mathods {5) end (7) togethier ars also known ag
Hodsl Building metaods. 4n afiothor name of method (8) {s Barometric
method. 4s will bé scan later, soms of these tecanizuss srs more
subjective than othars, although expert judgemeut plays same role
in sach of tham,

Thess various methods ein b3 used t6 forcest almost 2y variagls,
For axawple, they are used in foracasting deming for varicus produccs
and servicss, investment, advertisement &pcaditurs, coats, arioces,
mofits, :te, Howsver, it is the demend foresasting wtdea conosrme
the businaes firm most. Thur:fors, withoud the 1s8s of gensrality,
we ghall fliustratz ths uss of these tachnisuse for demand farerasting,
4 brief discussisn of 3ach of thase tachaizues 48 now Ir order.

(1) Historigal inalogy Mathod

Uoder historicil analogy msthod, forscasting is attemptad of the
rinciple of country compirisons. It fnvolves two stages: (a). salection
of a country (A) which sometimes in ths past (Period T*), pirticularly



with respect to the industry (I) the demand of whose product is under
forecasting, was in the samg-Stage of develomment as thz country (3)

for ubhich forecssts are baing made at present (period T); and (b)
forecasting of the demand for industry I's product in country B in
psriods T+ 1, T+2, . .+ , T +n onthe basis of the sctusl derand

of that industry's product in country & in périeds T%-+1, T* -2, ...,
T*® & n, Trespsctively.

To 11lustrate its aprlicstion, let the: wresent (1973) stagas of
Indla's develomment with raspset to the demand for cement 1s z9me- ag
that of U.S.A. in 1940, Then, the demand for Cement in Idis in 1974
gad 1975 by  this method will be forecasted 25 squal to ths cumt
demand in U.S. 4, in 1941 and 1942. respectively.

tdvantagns

The only adwantsge of this method is that 1%t neither rasquires any
time series data nor the use of any statistical technique.

Limitations

1) It is very difficult, if not impossible, to find the countrr A
in period T, which had witnessed the same e¢conomic structure and the
stage of development a8 cownmtry B in Perdod T. 7his is 4iffisuls
because tne various countries evan at d{fferent times Jiffer wiik
respect to natural resources, dumgrapnic siructure, cconomic structurs,
tesis and preferences, ete.

11} Even if it is possidble to find the cowntry 4, the future trends
in the demand of industry I's roduct in country 3 may differ from th:
trendas in the demand of:this industry’s mroduct in country 4 in periods
gsubsequent to period T¥, for the ineresse in knowledge, technoloziczal
changes etc.

Due to these limitatiom, many writers and foraseasters, not to speak
of using ii, do pot even includc it among the forecasting technizues,

(2) Irend Hethod

Trend method 1s the simplest, yet often g useful method of fora
casting. The use of this tachnigue regquires just the extrapolation of



‘histarical data on the sssumption that the variadle -.mqar forecasting
will. follow along its already established path. ~Thus, th: tr=nd a.thod
gal,i;m gn the constanoy :!.n the patternp of past movemamts of some tin

" gories,© Te use of this tectnique involves tvo Stages of werd: (-)

. datermination of the a.pm:rpriata trand curv: and the vslues of its

. paradeters {intercept and dops)3; and (b) derivation of forecasts

" with the help of ths estimatad t'rend line I SU'Ve.

Some of the most gultable altarnative trené gurvse ror Sufinssc
forgoasting are the followings

(1) Arit.nmetic (1inear) trind: ¥ =.a - bT, wasre ¥ is™ae varlanls
under forecasting; T ig thé trend vsrinbla uhich tekes 2 valuc of z.ro
in the fiwst period; 1 in the ssnond period, 2 in thedbird. perisda, ind
so bn; and a (intercept) and b (alofe) are parameters, Ihis trand line
assupas thai changs will-bs a constant absslute smount (=hH) ~verv osrics.

(1) xponential (Senlelog) trands ¥ = 20T or log ¥= log s + bR
'Th;-: sam.i-lpg tr_end assumed a constant grout.h rate ( b), aach period.

4 .

- —— ————— — - re— - ———

2 time .garies’’1s an ordered aeqaenoe of events such a& ths démsngd for
sn .tm:hiatxy s product reddrded monthly.

55 arude version of this technigue is cal1=d as Graphical method of
 forecasting. . fnder- this method, instaad af’ *nat.hematicsll detsrmining
. ‘the trend curve the forecasten prof:cts subj:ctivelv thf gramh.of tie
variable's histarical data to- future periods and than razads’ o..t ite
value in the production period.

An another version of the trend methoq is called as iuto-
Rigressive muthod. Under this method the variable under {ovseast .

(Y)ismgrassedonits Past values: ¥, = a +bY, v, ..
Sinte ‘the past values ara ‘mown, the value In the zext period can

be forecasted using the sstimated aute~regr.ssiva model.



(414) Szcond and higher degrec polypomgals tremd. The sscond gezr.
pelynamial is calléd s parasbola. Itp sguatdion Is Y =a + bT + 2%,
The characteristic of a parabola {a that 1ts slops - (’QI) changes

aT

direction pnce and onee only - freon ppsitive to negative or vics vorss,
The shape and location with respect o.the axes will vary according itc
the velueg of the constants a, b, apd o, ~ uscful method of detacting
woether a second @egres polynomial will £1t 3 series is to exacine the

second differences { A% T =A! Ty A\ It-l)'_' If these e

approximately constant the Beoond degree polynomial will fit. This
methad can be generalised for a parabola of the nth degree: the nth
diffarences will be constant, Thus, to determine the apromiate
polynomial, we only need %o examine the differsnces of differant ordsrs.

(iv) Cobb-Douglss (Iouble-log) Trend: T-= aT” or log ¥ =
log, & +blog T. The double-log tesnd ASSUMés a constant slssticity
( =b) eﬁery period. When the Second differance of the logarithms of
Y (At log T, -A' log .Yt-l) are approximately Jconstant, tais is
the appropriate trend.

Both theoretical and empirical considerations help in the salectlon
of the most zppropriate growth curve. Theoretically, logic might support
a particular growth pattern, Bunpirically, the curve that best fits ibg
past movement of the data {i.e, the one which guarantess ths -ighsst 7<)
is the most apmropriate curve. The constants of these trand curv:c can
be estimated by least squares method and the choSen estimated trend
equation can then be used for forecasting purposss.

To 11lustrata, the estimated apmromiats trend line for schaduled
sommercial banks! Ademend deposits (Y} in Idia is ¥ = 572,15 + 45.38 &,

2 —

R = .29} wiere doposlts are measursd in croves of rupees znd T = 0, 35

{1961 I =0, 1961 Ii=1, 1961 III=2, .. . , 1969 IV = 35}, Iais
viclds the forecasts for dsmand deposits in 1970 I = 572,15 - {:i3,28)
(38) = 2130.23, in 1970 II = 572,15 + (43.28)(37) = 2173,51, and so on.
Thus, knowing the estimated line {curve) we can forecast any Cuturs vilue
of Y,



Advantages

The main advantage of this method is that it can be used easily
and quickly, for it does not require the knowledge of economic thaory
and the market, and also that 1% requires the time series data only on
the variable whose future values are to be forecasted. Nevertheless,
since many tims series follow & particular trend, it often yields giod
results, Tharefore, to ths credit of this technique it is sometims
said that wonder Zoes where knowledge fails, '

limitaticns

1) The trend method 18 based on the prineciple that history
repeats itself one hundred per cent. It assimes that the
trend curve wiich best fits the past dats will also be the
sppropriate curve for the future, In other words, it suffers
from the limltations that the values of the parameters of the
trend corve will remain constant in the medietion perled.

33} For this method to yiald good results, it is usualiy
necessary to have s long time series of the variazble
under forecasting. Thus, the method is not available
for, say, forecasting demand for mew producte or for
products with relatlvely short existence.

In spite of these l1imitations, the trend method is recomanced
for obtalning quick forecasts znd as a preliminery to the use, snd
for comparing with the results of the sophisticated technioues.

3) Kg-Use Mathod

Forecasts under end-use method for, say, steel demsnd in 1575
are obtained oy summing all mobable sgzregate demsnds of ali the
users (oonewmers) of steel in 1975, The forecasts are arrived at
after going through the four steps: (a) identify all the possible
uses (for instance input to other industries, direct consumption
demgnd, exports and imports) of the mroduct whose forecasting 1a
being sttempted; (D) obtain the Imput-output coefficients with respect
to the product whose demand forecasting is being attempted and the
industries using this mroduct as input; {e¢) obtain the desired or



targeted levels of output of its (ths product whose demand is belbg
forecasted) all consuming industries, and its mrobable demands for
£inal consumption and exporis net of lmports In the pradiction
period; and (d) derive its inter-industry demand and =dd the sams
to fts probable demands for, final cengmption and exports net of
impoits -in the ;radiction Period to yleld ths foracagts of agirsgite
dsmend for the troduet.

1o 1liustrate the end-use method of forsgasting, 1e% #s LT
to forevast steel demand in Idia in 1375, For -simplicity 18Sulte
that stecl is used a2s Input in only forur indusiries: Il 2, IS
and 14, that it 1s used for final consumption and axports, and that
it can be imported, Further, assume that the inputeputput coefficicnts
of stesl in its four consuming industries. are 2 25 2, and .

respectivaly, Then, if in the pradictisn period 1975 the desired
or targeted levels of output of ths four industries are I:L’ )’2, Xs
and 14, respactively, and C,, Ea and I are its probable lavela of
£inal oonmmpti.m, e.xport.s and imports, respective.ly, forecast of

sgeregate steel demand in 1975 is given by

D = a1x1+q2x + e x3+1f1 4--0 1'E8-Is

i

4 .
i}-il 8, .Ii +Cs + ES - Is

Advatitages

The dati required for ita application sre ralatively easy ta
obtain; i1t requires no timsr _apjes Agta. The input-putput co-
afficlents zra usually. known and they seldem change significantly,
and the desired or targeted levals of output of consuming industrics,
and mobable demsnd for £inal consumption and exports net of imports
are ustally available from the individual industries! and naticnal plans;
(11) use of this technique suppusedly ydelds—good results, for it can o
take eare of ant-icipated technplogieal. structurs.l“ and other chenges)

-—.

Etpected taehnological changes can bv_e incorpora.t-ad by dlangmg toe
concarned input-putput coefficiants, -




(414i) 1t yviddds seotor-wisc foreonsts. Mhat 315 in the procese of
obtaining forecast of sggragate demand, the forecaster obi=ins the
demand by the individu:l comsuming inéustrics, by the finil consumers
and by axporters and importers.

Limitations

1) tho targeted or desired levels of osutputs of diffurznt
consundng industriss very often diffsr from thelr actusl
productions in the prodiction period,

ii) This method ent1ils the use of some other for.casting
techniquas te »rrive at the probablc final demand and
exports net of import demand in the prodietion pericd.

441) It is guite tedious and tims consuming.

In spits of its virtuss bwocsuse of its severe limitztions, its
use has bgen rather limited,

4} Survey Msthod

It was notad at the beginning of this note that forceasts are
pecessary for g reasonable planning, It wis 9lso seen in the dis-
cussion of the and-use m:thod that planning nelps {orzcasting. Under
tha survey method, forscasting iz bas.«d :xclusively on planning.

Survey methiod ean sonweniontly be discussed dn twp farts: Tome
pletz Mumaration Sarvey method and Sample Survey method.

44) Coprl.tc Zoumoratlon Survey Mothad

The conpﬂ.ete coumerition survey Ziethod goss ouch decper thin the
end-uBe muthodi ™ Undsr this method, aggr-gatg demnd for:zemsts arz
obtained by aggrogating ths probable demwds of 211 indivadusl con-
sumers in tha production period. It thus inwclves two, stqg'es {a)
obtain the probsble demands of all consumars; and (b) sum ths
individual probabl: demandstp obtain the mr‘.-c:-.t dezand.
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To 1lustrate, if there are n oonsumers and the probible demands
of tham ars Dl’ DZ’ s v e g Dn' than the forecasts for market denand

ara gi?en by i D’-.
i=1

Advantages

The principal merit of this method is that under this method thu
foracaster doos not introducs any bias of his own, he just collects
the .informtion snd sggregates. If the axpeotstions of all incividual
consumers prove to be 100% correet, the forscast for markst demand
will slao be 100% correet.

Limitations

Its uss 1s just not fessible, particularly fnr'thnaé products
which are consumed by a large cormunity., Because of this limitation,
its restricted wersiom, 1.e., Bampla survey mothod is recommsnded.

4B) Ssmrle Survey Method

Under the Sampls survey method, tha forecastor selsets o faw
coneuming units out of a1 whole lot and then by gathering probable
demgnds -f theSe selscted units, hs Infurs forecasts of 1ggregate
demand. Thus, the application of this method necessitates-to go
through threc steps! (a)} select the reprassatative sample, (b)
obtain the probable demands by the sclsctad sample units; and ()
translate the dsmand of the sample units intc the demand of the
thla ;Omlation.

To 1llustrate, let thera he 100 consumer units and w: sclecl 2
sample of 10 units out of thess whcle lot, Further, assume taat the
probatle demands in the prediction period of thess selsctod units are
Dl’ Dz, e o ey DlO’ regpectivaly. Thon tha forscasts for aggregate

dsand is given by % ny Di where 21? ni= 10!0311:1:1i is the
i=1 i=1

numbsr of consuming units in zroup 1, the dcnand of each of which is
assumad to be aqual to Ly



Advantages

The rrincipal advantage of the sample surver nethod is that it
nelther requires my time series datz nor the use of any sigtistical
technique, Furtber, if the sample is prorerly chosen, it yields good
resulis,

Limitations

(1) 1t is highly subjective., The tuwo [forecasters .urld.ng
with different samples of the same pop.;a:ation 1nvuriablv
arrive at ditferant forecasts,

(ii) It is -obsar.vad ‘that sempling error gets =mallsi and
smaller with every increase in sample size.. Thise
temptation Fendsrs the method tedious and axpersive.

(141) It s subject to large arrors, for survey eatsils the
sarvices of many fisld workers, sll of whom esn only
‘rarely be always sccurate,

(5) Regressiopn Method

Under regression technicue, forecasts ars made oo tke basis »~f
4n estimated relationship between the forscast (uepen:ient\ variaple -
and its explanatory ( indepandent) variables,

The mrilosophy baa;a.nd this method is <n:t I% assumas that the
functionel relationsnip that best explains the past behavizur of tae
forecast variatle wiil hold equally true in the prediction veriod. Ins
use essentially involves ~ivc atepe of work: (a) Identify the varizhlas
{hich appear to have cetermined the forecast variebls (¥} in the po-t.
This 1s done on the basis of the principles o7 economic tnear-y; (o}
determine the most appromiate form of the functisnsl riola ti-nship, The
most popular forms found in the literature sre linear,. sxpomsntiz® end -



Cobb=Douglas, This 1s done oj the baais of both ‘sepnomi~ theory apnd
empiriocal testingy (c) estimmte  ths functionsl rel:tionship beti::r
the forecast variable and ita Jefermining variables (causes'., Thiz is
attempted by statistloal (lesst sguares) technique, using pest timc
seriss and/or cvpssssection data.V The messure of tue strencs of

this dependence relationship 13 provided by the c3affi-lent of dster-
mingtion (R%), Which measures the percentage of totsl variatioz of ike
dependent iable that im explained by Its axplanatory —7arisbles, “hus,
highe?® the better I8 tne aquation for Poracasting puryrses; (4)
forecast the veluss of the detarmining wvariables (7‘.'1. Ly o v s i’ﬁ)
in the prediction period. This-is often done [drst on the besis of

the trend method of forecasting snd -tBen by sdjusting the resulting
forecasts subjectively on tHE basis of the Porecaster's expested changes
in the prediction period; and (o) obtain the final foresasts by feeding
the forecasts of 1(1, 12. « « « £ into the estimated funstional relatione
ship, on |

T {1lustrate its working, the trivate non-bank sector's demind
function for scheduiled commercial banks" credit, astimated from time
serles data for tha parind 1948.48 ttx:ough'l%?-sa is
. - ) {
(Gr)y =-220.3 +0,3020 (Y ), - 0.0267 {Ta), - 87.25 (il]t + 79.06 ‘ig)1
ﬁz = 90,9968, D4 = 1.0

where Or = bank credit (Es: orores)

= nominal non-sgricultural income (i crorss)

na

Ya = nominal sgricultural incoms (2. crorss)
3, = loanrate {¥)

ig = yield on government bonds { %)

5T:lme sariss data refer to the same population =t different sequanti2l points
of time, ¢.32. natioral income in the yvears 1331, 1952, 19E%, and so on} while
erogs~-sgction dats rzfer to the different populations at the same point of
time, e.g. incomes of states najasthan, WWP., M, F., Gujara%, etc. in 197S.



Subscript t stands for the time period t—values are in pareni.-ses

B? 1s coefficlent of determination sdjusted for degzrees of frezdom; and
M 1s Durbin-Watson statistic

The \mend {(1inear) method yields ths forecasts for Yna = 13910, 12,
Ya = 15214,99, il = 8,52, and ig_= 5,61 In the prodiction period 1u53-5¢,
Forecast for Cr in 1963-89 are thus given by

(Gr) =-921.3% +0.3020 (13910,12) + 0.0267 (15214, 93) - 27,25 (3.25) ~

196669

79.08 (5.81)

= 3385,92

Advantages

(1)

(14)

(114)

the regresaion method not only mrovides the forscasts, as
the other methods discussed so far, but it also explains
the variations in the forecast variable in the past. In
other words, it is both prescriptive. and descriptive..

It 45 ' neither mechanistic as the trend method nor is

very subjective as the sample survey method. Though

there is a possibility of two forecasters chovsing two
slightly different forecasting gquations %, obhaly AL Terad

forcgashe,; v 2T arouese 44 Thelr ;o:;mzscs‘ 2 1T '.11:*”"

be sig:iﬂca.n‘t, the ALiforenssE wRY, howorcr, bo sipiflont
il un7 or both of thom ir~ ot velne i - sromd Tt ond
forneaatise 4he wulvog of - :txpla:u;uorr' E TNl Rl Y

It is wisy tc apply provided, of course, the data for
& good sample size aras available.

Limitations

(i) ‘The principal limitation of the rogression method of fore-

casting is that it requires the use of some other method

" iIn forecasting the -values of the explanatory variables in

the prediction periosd. To the extent, “oracasts of the values
of explanatory variables are wrong, the forecasts based on tke
regression method will ba wrong.
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(ii) T™he forecast equation usad in this method is true on
‘averagé for the past and it may not exactly be trae for
the prediction period. This limitation becomes zcvrars
perticularly in the fact of structural changs.  Thus,

to the extent the true: values of the parameters differ

from-their rospective -actual"valuss, the forecasts will o

W QnE. . :

(4i4) The forecasts under this method -ssum: that the Corcosst
equation holds exactly in the prediction psriod. To the
axtent it iz stochastie, 1.&, the distwrbance iterm is
noo-zero, the forecasts will be wrong.

In factyno forzcast is 1004 correct amd so the only Severe
1imttetion of this method is (1) above.

&) Leadimr Indicgtor iethod

Leading indicetors are the,veriabls:s which mpve up or down sh:ad
of some other varisbles. The use of thase indicators Tor Ffarecasting
purposes involves two stages: {a) identification 5f the appropriste l.ad-
ing indicators and (b) cetermination of th: razlationship betw.sz the rading
ingicator snd the variamble under forecasting. Ihe last step raquirzs thes
measuraments of the lzad period and of tns relation between the fwo said
varisbles. Thig is sccomplished- with the 2ic¢ of regression analvsis,

To fllustrative, let Y be the variable to be foracastad, L 52 its leadiny
indicator. If the r:lation betwsen these two variables is found to be,
53Y¥y Yt = 1.5 v 0.2 Xt.-2' the forecssts for I are Yt+1 = 1.5 + 3.2
= 2 . L, ]
Xt-l and Yt+2 1.5 + 2,8 ‘(t Thus knowing the present and tg past
valuss of £, ws can forscast th: next tws years' vaiue® of Y.

.t —— -

GA forecasting method very similar to the lsading indicators uet:iwn is
the forscestings with the ald of anticipatory d=ta., Under this metiiod,
forecasts of {uiure values of a variable are odbtalned on Tz nusis o
anticipations about tha* variables future movements. For .xarple, loans

of z Dank dn e next period may bs forecasted on tae pesis of tne sTlestive
loan requasts pendinz with that bank; caplial consents and loans sunctloned
may be used o predict investment-in corporate ssctor (se¢ Zanzarajsn .
(1970): Forecasting Cacital Expenditure in Sorporate Sector, Zeooolidc md
Political Yesdy, Vol. V, No, 51 {Dec. 18}, pp. 2048-5i). :
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Advantages

The only advantage which could be attributed to this method is
that it overcomes the regression tachnique's problsm of forecasting the
values of the independent variables in the prediction period,

Lind tations

1) Tt is not always possibla to find out a leading indicator
for every variable under forecasting,

1i) TLead period 1s often not constant over tims,

i) Relationship between the l2ading indicator and the foracasting
variable often vardass with tima, -

Beocquss of these rather severe limitatians, the leading indicator
mothod has raraly been used in forecasting, -

(7) Sipultaneons Fuuationg Method

The simltaneous equations method of estimation owercomss the main
lindtation of the regression method by specifying a complate model which
can be solved into reduced (forecasting) form squations,’ The reduced form
equations contain only one endogenous-variable and one or zor: predstermined
variatles, whoss values in the prediction perind can easily be forecasted.
For, the mredetermined variables are either pakicy varismbles {such a3 govera.
ment expenditures, t ax rates, government securities with the non-zovernnent
sectors, bank rate, etoc.), lagged endogenous variables,or some non-policy
exogenous variables (such as population, weather, eto.). Under this method,
the appropriate model can be developed to almost completaly overcsms the
mollem of forecasting independent variables, The application »f this
method involves the following sequential steps of work: (a) specify the
complete model. This is done on the principles of economic theory; (b)
estimate the complete modal from the past time series and/or cross-section
data. This is attempted with the ald of the apmropriate statistical tech-
nige, sich as Two-Stage Least Squares (29LS) methods; {¢) solve the —odel
algebrelically into its reduced form; (d) forascast the values of the [ G
determined variables in the prediction period, and (e) obtain forecasts
for the endogenous variables by feeding the forecasts of mredetermined
variahbles into the eatimated reduced-form equations,

7& reduced-form equation is one which exmresses an aﬁdogenous variable
interms of only mredetermined variables and parsmetars, '




To cite an example, & simple demand-supply model for sensiuled
banks' credit, estimated from time series dats for the period 1345-49
to 1967-68 by 2L.Smethod 18 . . . . -°
Damand Equation

(Gr)y, = -969.26 - 0.3064 (Y.} - 0.0275 (Ta), - 106,22 (1) 4 +

(3.89) (3.27) (1.40) (1.231)

107.64 (1g)t
(0.77)

R = 1.00, DW = 1.53

Supply Equation

(er), = -710.16 - 0.7052 (D), + 0.1872 (TD), = 0.1538 (3), -
(5.25) (4.78) (1,17 (2.01)
114,88 (11)t

(4.13)
R = 0,995, DW= 1.47

whare

oD demand’ deposits (%, crores)

i

TD time dzposits (. crorus)

B

fl

_number of banking offices (pure nucbars)

end tho other notations Lave ths seme meaning a8 bifors.
- Or and il ¢ th: andogengtis ‘varisbl:s, the rest ar: exncan-us
variahles,
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The model's solution into its raduced form is

(Or), = =844.78 y 0,3333 (IT), + 0.0755 (TT), + C.073B (B), +
0-15?2*-’(%5% * 0.0143 {Ia)t + 53,93 (.1@)t

= . . - ! - - 5. {mL\ - 0,000 )
(1), = =1.1714 - 0.0032 (LD}, - 0.0007 (7L}, - 0.0007 (33,

0.0014 (¥,,), ~ 0.3001 (Ya}, ~ 0,4888 (),

¥

The modal can be extendsd to cndogenize Yna’ Ya, LT, T, cte.

and 1f that is done the problem of their forscasts will not sriss.
An other words, the model san be devzloped which will zive oniv thse
varisbles in the right hand side of the reduced form which can easily
b forecistod. However, to illustrate the working of the simu) tansous
equations method of forecssting, the socve eimples model

hss bsen chosen, Because of this simplicity, the forecasting of thea
veluzs of Yna, Ta, DD, TD, ste, in the mrediction period is Soen -s a

problem. Subject to this limitation, the tresnd (1inear) msihod
is used to forecast thea values of the predetermined wariasbles, The
forecasts obtained for the predictior period 1988+69 qre:

DD = 1961.85, TD = 2249.78, B = 7130,
In!. = 1910. 1_2’ I& = 15214.99 angd ig = 5.61

_  Fesdiny these values in thas roducad form equations,we obtained tha
Tollowing forecasts for endogenous. variablas Or 4nd .1.1 in th: mredietion
pariod 1968.19649:

(Or) = 844,73 - 0, 3383 (1961.35) 0.0755 (2249.75)

196689 A ' ‘
+0.075% (7130) 0.1592{1310,12) + 0.0143 (15214.0%)

55.23 (5.681)

L]

3262, 3

= 11714 +0.0032 {126i.85) - 0,0007 {2249.75)
1968.39 L
~0.0007 {7E%0) + 0.2.14 (110,12} - 2.0231 (25214.02

45,4885 (5.51)



Advantages

e simultensous equations msthod of foreseasting possasses 31l
the advantages of the ragression mathod., Purthermore, Af ons is vot
worrded abont the aize of the model, it can almost eliminate ihe
regression mathod's major problem of forecasting the values of the
independent variables in the prediction period. Prnovided the data
are ‘availsble, one should not reslly De concermad with the modelts
gize, for computer is there to halp the forscasters to estincte and
_solve the model)

Limitations.

It i subject to limitations (£1) and (1%4) of the regressilon
method. Howsver, :8 noted above, these are not severe. Ths main
obatacle tn its epplication is the ungveilsbillity of the data for s
good sampla, In developed céuntriss like U.S.8., U.X., Canads, where
long time saries data are easily available, this method 1s the most porular
one. In India also the dats constraint is becoming weaker and weaker
with thea passage of time and so ‘ihi¢ simultaneous equations method of
forecasting has good prospects.

Zegluation of Torscasts fcomady

S8ince no forecast is going to be 109% sorrset, a1 nots oz forse
casting techniques should include thz testz for weaswring the securacy
of forecasts, The foracast accuracy tests comywe the Porecasts hi.)

with the rualizsation (¥,). Bafore ve discuss the tests, 1t should

be noted that thera arse two kiomds of fyrecs=is: ox antz forecests

and ex post {gemuine) forzcasts. X ants lorscssts are the Torzeasts
for the sample pardods or cross-ssctions and ex post forecasts are

for the future periods. 1he non-statistieal for:zcssting nethods, i.:.,
Hlstorical Analogy, Leading Indicator, fnd-Usz and Survaoy method 2en s
usad to yield only ex post forwmcasts while the statisticel methods,
1.2, Trend, BRegression, and Simultanoous Equations metuod can bz
used to yield both e&x ante snd =X post forecasts,— The altarpative
tests for evaluating thz accuracy of ox snte forscasts are
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(1) Coefficient of Determinaiion Test

(2) Root Mean Squarad frror Test

(5) Percent;age Mean Absolute Frror Test

" The scewracy of ex post forecast which can be tested only

after the prodiction psriod has come, can be evaluatad by the
following vest: . :

(4) Parcentage absolute Error Test

Thess various tests may now be discussecd in brisf.

(1) eslficient of Dotarmingtion (5%) Teet

‘The cosfficlent of determination 1s measursd by

Ra = tf"l .&L:.ilz_..
tgl (1t - 7§

where ¥ = sattple mean of Y

sample size

=)
1]

and subscript t stands for the period if time serios duty arw usad
and for the particular cross-saction if eross=section data ar: s,

Bigher <he R2 battsr are the zx ants foreeasts. This test is
appropriate for evaluating tho forecasts of the Trend and Regression
methods, It i3 not ussful for %esting ths aceuracy of ths ox =xts
farecests of ths Simdtaneous Equations metkod,

(2) Boot Mesn Squsrcd Bryor (RMSE) Test
The root mean squarad zrrar is maasur i by

RMSE A 2 1 -

.n t=1 t
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Te RMF test is such that lower the BMSE better arz the ox ant<
foracasts, This test is appropriate for evaluating the accuracy of
ax ante forocasts of any statlistical forecasting techniquas.

(3) Parcentage Mesn bsolute Brror (2.iE) Test

The peToomtage mesn absolute error is m-asured by

e

— .
Paaz = 200 1 E |y -T !

B P+
o 1;1 ! JT_I.’.
t -
Lower thoe PMAE better are ex ante forscgsts,
(4) I Pa3) Tes

Tha percentage ebsolute arror is measured by

PAR = (100) l(Yt"/}ﬁ}
g

t stands for the prediction psriod to wniech ex post farsosst
applies, . -

Lowar the P4FB batter 18 tas forecs'g-t.

These verious tezts zan be used to evaluate the azeuracy of oo .
casts both oo apsolubts and comparative. basis., That 18, they cun b assd
to eviluate the moouracy of forecasts of a particular farecaesiing toch-
nigue and also to compare the sccuracy of forecasts of differcrt i)
casting techniques; the latter for selecting the most apmropriate “rrao
cagsting technique from all of them.



Conclusion

Expert judgement plays a role in obtaining forecasts for any
variasble, using sny forecasting tachique. In statistical tecmiques,
it perhaps plays a lesser role thasn in other techmiquss. The ether
point which may be noted here is that there are dangers in prescrib-
ing single number forecasts, i.e. assigning only oms velwe to the
forecast variable in the foreecast time period. For, future cannot
be seen pracisely and so owr singls kind of assumptions about the
future may very well turned out to be wrong. It is tderefore,
suggested that, ogain based on expert judgement, slternative fore-
casts should be obtaminad based on all possible alternative asaump-
tions gbout the future. Thise alterngtive forecasts will enable the
decision msgker to better plam his business stirategy. Te decision
maker would not be surprised if anmy cne of his alternative forecssts
proves to be approximately correct. Surely, there are mors chances
of one of the alternative forscasts to prove to be correct than the
single forecast. Furtharmore, he will havs planned his nex8 step
for e very altearnative outcome. The varicus forecasting methods
digcussed sbove can be used to supply with usiternative forecssts
wased on alternative assumptions about the f{uture,



Cenciusion

Zxpert judzement plays a rols in obtalning forazc:ists for any
veriable, using any forecasting technigue. In statisticzl teclmiguss,
it pverheps plave g l2sser rol- than in cther leemisues. 2w rther
soint which may be noted mere is Lhat theres are dengers in oreserib-
ing singl? number ferecasts, i.2. assisming only one valxe fc tre
“orecast varistls in the forecast tim pericd. For, futars zannct
be seen precisely asnd so our single ¥ind of assumpticns about 4ke
future mgy very well turned out to be wrong. It is therefors,
suggested that, ozain based on expert judgement, alternative Jare-
casts should be ohtained based on all possible slternative assume~
tions about the future. Thise alternative forecasts will enable the
dacision maker to better plan his business strategy. The decisian
maker weuld not be surprised if any one of his altermative forecastis
proves to be aoproximately correct, Surely, there are more chances
of one of the alternagtive Forecasts to prove to be correct than tie
airgle foremast. Murtharmore, he will have planed his naxt stap
for every slternative outcome. The various forecasting methods
dizeussed ghove can be used to supply with «lternative forscasts
wazed on alternative assumptions about tha future.



