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RBSTRACT

The point process induced by the stochastic behaviour
of & two-unit warm standby redundant repairable system
is studied, Expressions for the praoduct densities of
the events corresponding to the sntry into each of the
states and the interval reliaskility are chtained. The
reliapility and availability are deduced as special

Cages.,
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::.;i;:._i-'.. INTRODUCT LON:

| Two~unit standby redundant repairable systems have been studied in ti
past axtensiue.ly (Osaki and Nakagane (1976)). In most of the attempt
the central quantity of interest is the Laplace transform of the
a\_iaii'ability or the reliability of the system., However t!';ese problems
often give rise to some interesting stochestic procésses which are
important by themselves and have not been studied s far except in the
stationary cases (Srinivasan & Subramanian (1977)). These processes are
essentially non-Markov and do not necessarily fall under the Semi—
Markov type. In this cUntribution e study the multiveriate stochastic
point process induced by a given reliability prcblerﬁ. The layout of
this paper is as follows. In Section 1 the model is described and |
~Sectim 2 deals with interval reliebility (Barlow, et.al. 1965). Ssction
3 is concerned with the corr”tlation structure of the events induced by
the reliability problem and ebtaing expressians for the first and second

moments.

‘2. ASSUMP TIONS:

1. The System congists of two units, which are identical anc
statistically independent either unit performs the system opers-

tion satisfactoril Ye

2, At t = 8, one new unit is swlitched online and tte other is
.+ kept as a warm standby. This initial condition will he denoted by

."E'.
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3, The life time of = unit while online is a random variable
with pdf fl(.).

4. B unit while in standby statc has-a constant failure rate 3

for convenience its pdf is dencted by f‘z(.).

5, The ropair time of a unit is & random vaciable with pdf
9{.) -
€. Switch is perfect and switchover is instantaneous.

7. Each unit is 'new' after repair.

3. SOME PAEL IMINARY RESULTS:

' :__.Lf;_t- z{t) denote the state of the system &t time t, represent-
iﬂgthﬁ number of failed units at time £, Then {ztﬁ), £ > DE, is
; discrete valued continuous time parameter stochastic process uwith
state space § = “S;La, 1, 2 . The points of discontinuities of the
process S{Z(t}i are the epochs correspending to a Failure or repair
completion of the units. The value of z'(t) has a negative jump when
a repair completion takes place and a positive jump when a failure
occocurs, the magnitude of the jump being always umity.*=Thus wp identify

-

the following events in this study.

£; s Event that the process {z(t)\f enters state 1. (i =0a, 1, 2).

In this contribution our aim is to study the adove point
vents, e note that the event t which is given tc have occurred at

= 0 cannot oceur in the eeguel. Further, some of the svents £, are



regenerative while others are not. The cuents EO and E:2 are always nan-

regenerative, The cvent E, is regenerative if it occurs in the following

waysg

i. ©ntry into State 1 from state 2.

ii, Entry into State 1 from State 0, due tu the failure of the

online unit.

It is not regencratiwe i.f“ it corresponds to the entry into State 1 from
State 0, due to the failure of the standby unit. A regenerative El
event will be denoted by El'
-<‘w 1 | . .
Let -zti é be. the time epochs at-'. WhiCh the system enters the
various states, Then it is clear that (} t; I,'E—is a stochastic point
process (srinivasan (1974)). To study this process it is conwenient

to use the f-‘ollbuing random variables,

Xy = random variable dencting the age of the online unit at time t

if a unit happens to be operating online at ¢,

Yt - random variable denoting the elapsed repair time of a unit at

time t, if a unit happens to be undcrgoing repai?-@.t_ timit.

.

To start with we study the stocﬁastic behaviour of the standby unit
during the failure-free operation period of the onlime unit, In this
interval the standby unit' alternates betuwsen the cperable (s) and

repair (r) status successively, IFf S(t) denotes the state of the standby
at any time £, then L:és( t), t< 0 % is an alternating renewal procesa,

This renewal process can be characterised by the following functions,
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lim 1 g
ir(tS’ X) = A _.1." =0 -'_'a_ Pr IS(t) .

]
-

~

X (Vg X+t 8(-n) A s(0) =if

We use the following notations
o denotes the convolution operation,
ti
c(ty = o e(w) om, c(.) any function
o
c(t) = 1-c(t)
c(n)(t) = n fold convglution of c{t) with itself in the

(o, t}.

We have by simple probabilistic arguments,

Tsel®) = Folt) +Y(e) * Fy(v) ceee (1)
Aeelt) = oty #7 () | veer (2)
- i ’é‘ -
At %) = Fpt=x) T (x) + ‘}:wfz(b-x)%— 'w.-"(t-.x)____; (5 LA ~(3)
Aeplts X} = T(x) :_R'(t—x) +7(t-x) G (x) cenes (&)
where
[
Xy = ‘—;vjl MW () = he) = P,(t) + g(t)
N=
t , .
We mote that | 7, (&, %) dx + 5 (t) = 1, for 1 =1, & #his ie
0 :

as it shauld te since the LHS represents the prebability that she s#andby

bl



is either operable or under repair &t any time t. Ue also requ.ire the
following functions which characterise the time interval betwsen an
B event and the next El event and the time interval eetween two

successive El svents,

Let Nl(t) denote the numbar of 'E_l events in (o, t) and f‘ij(.)

be defined as frollows:

lim 1 N
Faq (B) = A e pr}fxfl(t+ ) - N (8) = 15
(o, £) = 0 ' Eatt=0n,
! y
1im 1 .
Fl.(t) = A '-‘:,;5%_. = >l? N (6 +. ) - N(E) = 13
i f /
Nl(D, t) = 0 I‘ Nl(— Ny O ) = l_‘,
Ye have
. ¢ o g( t-ti+x)
f"Dl(t) = f'l(t) /! Iss(t) + { f’l(u) au {7 sr,{l, X) —————— dX «es {5)
) o G(x)
and
t is g {1-t+x)
fy (8 = A(BA (¢t { et e
11 (8 l( ) rs ( )+ | fl(h) dn S .-krr(&,x) T dX ceens
o o _ $x) «

-~

uhere Wy ,(.) and 7 (., .} are given by (1) - (4).

The expression for f,(t) is obtained by the following considera-

tions, For an El

at t = 0, it is neeessary that the unit switched online at t = 0 should

event to eccur in (t, t +4) glven that E has oc curred

fail before t, At the epoch of failure of the online unit, the standby



unit can & either operable or under repair. In the former case El

oceurs and in the latter case the svent ¢, occurs at the epoch of repair

1
completion of the standby.

We note that the epocchs -‘-\.‘ ti(i corre sponding to the occurrences
of El events form a renewal process with pdf Fll(t) - The corresponding

renewal density 4 (t) is given by
A

e *teave e

x ()

1

The function f;,(t) repressnte the pdf of the randem variable Henoting
the time interval between two successive El gvents With or without a

system failure in betueen. However, in our analysis we also requirs
the pdf of the random variables representing the time interval between

two guccessive El
™

events there being no system failure in between,
/ ~/ e
Denoting this pdf by f11(t) we have fy () = fF () /"rs (t).

The corresponding renewal density (- (t) is given by

[N

= .

feo = o AR C e

b —_—

4. [DOPERATING CHARACTERISTICS OF TH SYSTLM:

We next proceed to obtain the interval reliability R(t, {), an

important measure of the system. This is defined on the probability #hat

the system is available at time t and is up in (t, £ +7) (Bamlow and
Proschan (1965)). It is clear Ehat the reliability R(#) and availa-
bility A(t) of the system are obtained by setting t =0 and T = u
respectively in R(t,T). Eventhough this is a very useful measure it has

not received the ‘atbent_ion it-deser ws, Only very recently the case of



Cold standby has been discussed (Subramanian and Ravichandran {1977)).
To obtain an expression for R(t,7 ) we procsed as follcws. Since the
system is available at t, it should be found then in one of the states
2 oprtand for the future description of the system we need the age of
the online unit, when the system is in satc O and in zddition the

elapsad repair time when it is inlstate 1. Thus we are led to define

the following Tunctions:

;

Bu(tp X) = ’\l]in[] Pr . Z(t) = D, % - xt X +_E’- at t =0 3 /‘"-
im ¢
By(taxtyy) = ll, Pr2z(t) =13 x o X< X +A3 .
A ] €
fa-> 0 )
y < Y Y AT \ Eatt=0¢f /an
2 ”
Y S %e
BZ(t' y) = 11:*!1 11 Ez in (ty € +4), Y < Yy S Y +*{3'i:
AR e { o
E att=10"¢ ot

s

By prebabilistic arguments we gzt the following expressions for the

functions B; (« » .}

B, (t, x) =?l'(x)§(x-t)7¥;0(x) +\?\r(b,-x) T T (% ceeaes (10 . |

By {tixsy) =—1-:1(x) g(x—-t) Talr(t.,y) +y- (t=x) -f-‘l(x) 7";,:r(x. Y)  eeess (11)
t-y
By(t, y) = ( ‘} (ny F =) T (= ny y) dn s BT _(6) eeee (12)
Q
b _
wexe Yo(8) = fgy(8) + (8 n:”‘ D (e aeeneeees (13)

“and O(.) ie the Dir c delta Functiun.
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The functions ‘7‘;‘] (t, x) and ‘_';‘di-j'(t) used in equations abowve are given

by (1) - (4.

To compute the interval reliability of the system R(t,T) we
make use of the followinw additiecmal functions which repressnt the
reliability of the system inm (t, t+ [ ) under certain specified initial

conditions,

H
!

- . i
Ro(tsT] y) = Pr ' Systemup in (b, & +(] 2(8 =05 x, = y b

!
.

g

Rl(t,"{:i Yo 2) = Pr . System up in (t, t +0) E Z(t) = 13 Xp =ys Yy =17F
L | 3

Using these functidne and by considering the following mutually

exclusive and exhaustive cases thats

(i) the online unit does not fail in (t, t +7)

(ii) the online unit fails in (nyn +dn), t&n <t +7
We get the interval reliability R(t, ) as

t
R{t,7) = £ R(ts €/ y) B (ty y) dy

t Y
+ )(' dy g Ry (ty ’E’Y. 2) B(t yy 2) dz ...... (14)
M ) ' : '
where T
- -F-(y+f) S (o y) —_ i
R_(t, t{ y) = "'J“"::——— + . L ! () R.(3-n) dn aes{15)
° F(¥) Df F () ss 3
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= oy ) S ST G B—
Ry (ty T iy, 2} = -i:-y—"—-—* + = — 1 o (n b z)
g ' Fpo(n o F'l(V) :
Rol(~ 1) dn aes..(16)
anrd
R = F(B o+ p() T (b veveeees (A7)

On simplification nguaticn (14) becomcs

t
H(tp{_ ) = Rs(t + (_,) + Et*“l(tf—y) RS( /:_+ y) d}’ sersr s sasvehaa (18)
where \'1:/(.) is given by (13)9 ‘

The stztionary value of R(t,% ) as t-mk, known as the limiting

interval relisbility and denoted by R{ L) is giwen by

=
R(I‘(:) = l},\,’ 5 HS(X + y} dy ......‘......I.(lg)
v
where iv= { t\(t) dt.
f a

we can directly obtain the availability A(t) of the system conditional

apon an E event at t = 0 from the functioms O, (t, x} and 8,{t, x, ¥):

£ : t
L) = J Bo{ty x) dx + 5 dx ]c By (£ x, y) dy
[u] s} 0

On simplification this equation kecomes
A(t) = -F_:l(t-) -+ \i-’(t} * -f':l (t) Ssacsrenssssras (20)

fs an essy consequence of Key renewal theorem (Srinivasan 1974) we obtain

the stasady state availability of the system from,equation (20).



L= L Reae b Fl,(8) dt.

5. STOCHASTIC POINT PRCCESS UF THE EVENTS Ei:

We next study the point procses induced by the stochastic
'bEhauiouf of the system. e have airesady abserved that some of the
F‘i events are regenerative while others are not., In view of this, the
point events are best siudied by product densitibs (Réma Krishnan (1958),
Seinivasan {1974)). We first deriw expressions for the product
densities of the first two opders and use thEm o get the first and

svcond moments of the number of £ events in (o, t). The product

donsities In this Case are defined as Follows:

1im 1 N
wn = M e s o e il
1im

1 L
k. t., t = R —_——p ! _@ - t) = 1g
Wiy se R e () =

} ’ | 4
%, (tz'*ﬁ\,)"NEj(tz)'—'l[NE(—A, 0) =1 .

We first concentrate on the first order product densities;a.*"'rhe function
' ) -,

ho(t) which is the product density cerresponding to the Eo egvent -
is given by

t
h(t) = ‘J; £ (ts x) dx

where

Colte ¥ =Fy(0 & (b V(¥

+ y{t- X} ?E(x) [éfx) +V{x) * g(xi} seas (20)
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 The expression Fﬁr Cy (t, x) is obtained by considering the following
mutuakly exclusive and exhaustive possibilities.
(ij The Onlime Lnit doEs mot Fail in (D,
(ii) The Orlinz uUnic fails in {u, U + dn)1
L t

8y similar argunents we get

L
h1(t) = é E.1 (ty =) ax
Where :
Gy (5 9 = WD DO < Fy00 o0 [0 = 10+ wa] e
+ Lr/(‘t:--x) _F,][x) v x}
and
' 4
hZCt) = f CZ {ts v) dy , where
o

L, {. .} ig the same as 8, (. s +) given by equation {12).

Next, we proceed to obtain the second order product densities of the
Ei events. Since the Ei events are not regenerative in general, for the
future description of the process we need the age of the online unit when

the svent ED or E1 CCCUrS .«

The second order preoduct density hij (. 5 ») is given by,
t t.-t -
1 2 1 ..
= - . x
hig (be 8 = [Ty (B ) ox []f Ly (s y(x) dy
0 o

+ Ly (tz_f1. vix} Sty - {tz?t1+x) (1 ~5j2)
1,3=0,1,2 (29
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The expressions for the unknown,functicns appearing in equation (23)
are gjven beleuw:
(x + t) (

Cho (ty ¥ , x) = - : cly = (x+ t )) '\](t)
' ¢ Fo (%) .

F, (x + t) ¢ -
b TN - (x 1) RECESACE V|
.Fl {x) —
Cop (ts ¥ | ¥} = 1 _(_x M /lor (ts ¥
Fy (x)

t-y
+ £ \t/(n /x) F (% =.n) /“I'rr (t-n,.y) in

it

Ty (x + t)l | -
Cyg (to v / x) — 5()/-- (x + t)) Eg(t) + a(t) *‘Q(tﬂ

F) (%)

*X G-y | 0T [90) ey + Y )]
-
Fy (x + t) , i
Ciltsy % = l_ g(y-(x+t)) \)(-t)
) |

+X (¢ {i ) 0 Ay ] 0 F ) T

fi (x + t) —
o L T

Cyy (ts y —
12 F1 (x)

tey '
+ [ N ) x) f(t=n) A (b, y) dn
0



; t-y g(x + n}
520 (t’ Y ll X)

Cog Lt=ny ¥ i n}en

. T (x)
! a(x + t) ¢ } t-y s x+n} 6.4 Jan
c t, = — ) LB e—— -n,; ¥ o
S T v HEE

W

C (tu‘n % 8)dn
12 r Y .
G {x) i

: t-y s(x + n)
Con (&, Y} x) j
0

The Ffunctien }\(t x) » (L I: x) etc. used in the set of eguations abkawe
are siven by

L3 N ¥

}i(t j x) = f,) (t \ X} o+ fo1 (t ,x) ;\t’-—“x\"(t)
where (
' F (t+ % —
. f t J = L A (t
et R e
t P (24x) z __ 8( t-in)
+ ——————— 2 [‘/'\O;_(z,n) ——— N
. e Fy (x} i G {m
o \
X p =m0 Toey (t{-’xb s {0y
N=
Fl (t4x) —
£ t = ———— t
ll(]x) T () ro(>
t — t -
, W ag Ly Ko

» ?l(x) B G {n)

Thus the secon ordep praduc_?: densities are completely determined. The
first and second m;ments of the number of ewente in the internal (®, t) are
obtained hy il%teg.-z-‘ating the first and second order preduct densitles

( Ramakrighnan, 1958}, For example if | N, is the rar’xdorﬁ variable

repre senting the Inumbar of gyatem downs thén



- £
ELNdl = % hy, () en
ang
¢ ( tr; t t
: _ ;
E NG L= ) dty 1 hy, (t, b, )de + hy (n) dn
- - (] a

Loncluding Remark 82

In this rontribution we have analysed the multivariate stochastic
peint process induced by a giwven reliability problem. We have also
Obtained expressionsg for t he first and second moments of the number cof

évents of varicus types in an arbitrary time interval,
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