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EXPERT SYSTEM FOR COST VARIANCE INVESTIGATION

ABSTRACT

Jayanth Rama Varma

In ajtypical Btandar& costing or hbudgetary contrdl'system, &
manageﬁ”ﬁigﬁkﬁreceiQe a variaince analysis fepartiﬁg several
Aundred variances, of which’many-may have ariseﬁ due to random
factors, or may he too insignificant to merit atterntion. The
manager J4ses hgs knowledyge and experience to identify the'
important variances which demand further inyestigaticn} Both
marnagement accounting theory éﬁd‘statizfital decision theory car

make significant contributions towards improving this decision,

- <

but koth make estravagant dedanqa o the managéﬁ in terms of.théﬁ
theoretical and factual knowledge expecté& éft@im- Much af this.
kriowledge, even if.avajlablg, ie scattered thﬁé&ghaut the
arganization with very 1ittlg readily accessihlévto top

management itecelf. This research takes the view that a Enowledoe

Basze 7/ Expe%t‘Systém approach c¢an he useful in this conteuxt.

An eupert system was impleménte&biﬁ Turbe Prolog using fuzzy
Tegic and MYCIN type certainty facteors to handle uncertainty.
Though traﬁitinnal Proloy interpreters‘caﬁ ke used divectly to
write Empert‘Syétems ;ithout using an Expert Bystem Shell, this
‘15 rnot the case with the Turko Prolog compilev. It hkecomes
necessary to write aﬁ intérpv&terﬁEerrt System Shell in Turko

"rolog using some of the software tonle (scanner and parser)



iéV%ilable along with fhe Turko Froloyg compiléﬁ itself.

;The expert sysfem was tried out on -5 case on_cbgt variaﬁﬁe
h.investigation from & well known hook &n mansgement contfal'
systems (Antény; Degrden and Eedferd, 19843, The substaﬁtive
l»performaﬁce'of the s?stgm in this armchair case §tudy waélquité
"gncdﬁFaging- | |

In terms of spged and memory requirements, the syste; is cloée to-
the.lfﬁtﬁs»df what is possikle in the PC eﬁvironmént'wifh Turbo |
Prolog- It is iikely thafAfurfAer wQPE in this areé-wiil have to
‘move out of tﬁe‘Pcs‘fb”tHé‘wdfkgtatioﬁs'ob to other mére:puweﬁfu};

computing platforms.

The,mpst,impdrtéht»éﬁhéntement'that is needed in the current
syetem is & matural language intevrface; the current Prolog~iike

1oy ace is acceptakle only inAclassrodm/research set%inggg‘

The_aystem hésvhé& cohsiderahlersucceés {n>its principal research
ohjectives. - However, on the duestion of‘integrating stétisticai
decision theory with fuzzy logic and certainty faétofs, the :
expert system mefhadology appears to bé at. & dead éhd; perhaﬁé
réal proéreés in this area will come from purely stg;igticéi"-

7

aﬁproaches to the proklem.
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1. THEORETICAL FOUNDATIONS -

1.0 Introduction

"Stéﬁdard éosting and Budgdtary Contral are among thelmost
'iimﬁqx;gg%g@gtﬁﬁfﬁuESMOf cost control in modern business. - Iﬁ
tﬂésé sysfems, actual éasts are compared with the standard or
buégeted costs, and .the variancte in the costs provides a sxgnal_

- for carrectlve action.

Gf'cﬁurse,‘nﬁié :ﬁé@%ﬁ&%@%iﬁig%ggﬁﬁﬁyéﬁbreqtiyg écfioﬁc ‘Many
variancés arise from random factdré, or are foé insignificanf;tb
merit attantinn- The manager khu rece1ve5 a varzance analy51s
repurtlng poss1b1y s\veral hundred variances has to plcP out the
important var:ances tu re znvestzgated- Managers uaually make
this judgment on the hasis of thezr_knowledge and exper:eﬁcg_f{
(Horngrén,.i??ﬁﬁ- |
1.1 Statistical Decision Theory
In princiﬁ@@, this prbbleh Eaﬁ_Le_5o1ved,by using 5tati§tica1
decision theofy (see, for example, Dittman &'Prakash,(1§78))g
Tre theory of sequential ﬁécisidns provides the concepts of tﬁe-
‘ExpectedyValue'bf Perfe?t Information (EVEI)»and_thezExpeqtéd f-»
_ \ : ,

Vilue,of Imperfect (Samblé)'Information'(EUSI>- These éoncept§, 

qahvbé applied here if we can qhantify:



1. the probakility that the variance i% die td a genuine
. probléﬁ rathér than to random fécfo&s-
2. the costs of the znvastxgatxon | »
I. the benef:ts that will ar:se from the investigation and.the

consequent corrective action if any.

In practi 'ﬁgthiélgq§ﬂtifitation is quite impractical.

Quantificatién of the prokhabilities requires modeling sevéral
'complex and interrelated stdchastic processes which are only
imﬁerféét&yﬁkﬁﬁwn- The costs of the'investigation cansist maihly
of top managerxal t:me whxch 15 diff:cult to est:mate beforehandy‘
As regards the posszble benefzts from the 1nvestlgat10n, the |
1mpact»on,pharx run profits can often he estzmated- Managefs
ﬁowe&ér_aﬁg iﬁtengs@éd in several Key Result Areas aﬁd.ﬁof just
short term profits. It is true that these multiple 5b3é;tzve§_
'can be subsumed under thé ruh#ic of long run profit @aximization,‘

:but this concept again is not easily operationalizakle.

Moreover, the ménéger m5;£ also consider how hislimplementatiun
of the control system will affect the behavioﬁr and motivation of
tho;e wﬁose performance he is monitoring-‘ In some close}y '
related prnblems, this game theoretic aspect has also-béeﬁ
successfully ;;deled (Averhans & Frick (1Q77) and Frzck (1977)),

“but in most realistic situations, the game theoretic fnbmulatzon

i8 intractakble.

‘Because of these difficulties in mathematical modeling, the

b\



modtit}havo found very llttle application in actual deciszon
makdnq (Kapl%n, 1975; and Demski & Kreps, 19807)- Ne-must

recognize however that whxle these methods are unable to solve

-

real L}fe prohlems, they prov:de valuable 1nsights which can’ -

supplement the "knowledge and experience" dﬁ which managers rély.

’&giﬁﬁ’Thﬁbry‘

Management accounting theorists hav$,developed an elaborate
theory of variance-ahalysis aﬁd variance 62composition-. The
Fr:n;xaal obaectxve of this theory has heen to pxnpo:nt a 4 {'1

var:ance to the lnwest responsibxlxty centre whxch has caused tne

var:aﬁce-' In the hands?of'skilleﬁ‘ﬁractxtloners, this 15 a very

s

vﬁotent weapon, but to the unskilled user the mast: vzsxble xmpac
of’ the managemeﬁt accountant is a further prol;feratxan of .

variances in the repart that “he recezves- Trad1t1ona11y,
adcountaﬁts have tr:ed to m:tlgate this prahlem by better des:gn .

of accounting reports, prepawation of summary reports and‘verba1g'

enyiqﬁgxiuﬁsr,”Nane of this is,‘however, an adequaté suhéfituté

-for ‘a sound:knowledge of the accountlng theory from which the#
derxvg their rationale. Two obv:ous posszb111t1es that come to
mindlaﬁe t
i. Ta’phovide traihing in accountinﬁ theuryvand prin#iples“to%
the managers involved. | : - ' |
E.ITé'iét‘thé accountants carry out the.fbllow up of varian;g§

-

fhémsélves, QUbstituting their judgment and analysis for

’

that of- the manager.

Since neither is a very satisféctqry solUtiﬁn, the duestion.tﬁatf
. N " oL e . v‘\ ’ ] ’ . v- . . <

.



arises is whether it is possible to do something better.

N

1.3 Fragmentaiion of Knowledge

'The ‘above d1scusszon implies that the manager look1ng at a '
variance report needs to ut1l:ze a substantxal amount of

backgrp&nd knowledge to make mean1ngfu1 decisions. Thls

R

,kﬁoé&?“‘* ‘fcludes krowledge ahout any of the follawxngi' 

f! Cost1ng and management cnntrol theory-

2. Statlstlcai H

Technology and env1ruiment of the crganl&atzon-

ildf*ékills ahd attitUdes'of the people in “the orgaﬂiéétioﬁ}

All this knowledge is 35u311y~g;atﬁered fhroughoq§ §ﬁgf
organization, and only a small part is avéilablefwith tbp b<)

management 1tse1f- The first task is to provide the Pemainin§a

-:%the manager in a readily asslmxlable form- 'Thevf

second task is to fac111tate the 1ntegrat10n of th:s Pnowledge

with the manager’s private knowledge to arr1vewat a‘valid

conclusions



lfleh¢ Knuuigdg§ Base or Expert SystenvAéprolch

.The aﬁpréach"édopted in thiﬁ research is fhét tﬁe‘pfobiem of

fragmehfed‘knowle&gé‘outlined.above‘caﬁ be solved by deVeloﬁihg
formalized;'shared krnowledge bas=s within the organization- A.
computer based Expert System would theu be atle to access these

dxffereht knowledge hases and integrate them uszng its 1n~bu11t

inference ability.

Twaditiaﬁél ggplication;of:computers in the domain of accounting
ﬁave:beeﬁ?hﬁfé c6ncerned with creating combrehensivg déta’ba5e55‘
and providing the usér with the ability to inggggra-te data from
'diverse'sources. What is being suggested ﬁéfelisJiﬁat it‘is 
s1mzlarly necessary to create comprehens1ve Pnowledge*hases whxché
formalzze the‘knowleégg scattered throughout the urganlzation,
'and_maké it shareablé;‘ The éompgter gystem should.then be‘QQLGf. 
tﬁ’integrafe this ypuklic, shared kﬁowledge with tﬂe manager)s owﬁ'
'privatg,.nonéhafed'knqwiedge through its iﬁference'abiiity,v-
‘Tﬁis 1ead5 to two main‘résearch issqes:
1. How can the "knowledge and experience" of the managers be
formalized, generalized and shared within the qrgaﬁiiaﬁiﬁﬁﬁp;
2+ How caﬁ the-fheoratical insights'and'heurisﬁicé nggested;
by account:ng theory, stat15t1ca1 analys:s and mathematic&l
model;ng\be xntegrated with the Lnuwledge of the managers“
~as so formalized? |

- This re;ear;hiqddresses these questions w;fhin the :ontéjt of

S



) .

<.current Personal Computer capabxlitxes- It 15 an-~ expleratory

~( \,

’attempt to afsess the appllcabilzty of . Expert System techniquns

iand m!thods to the doma:n of cost yariance investxgatxon-_

- -




2 Reasoning under Uﬁ;lrtaihty

‘2.0 Introduction
One thing which emerges clearly from the theoretical analysis of
the cost varzancc investigatton problem is that 1t is essentlally

statist;cal in nature- Any attempt to tackle it would therefore ’

"involve inference under uncertainty-

'Theréu&ﬁt'thrée main approaches to handling UnCeﬁtéihtyfin*r
inference systems &

1. Bayesian 1nferem:e

s

Z. Fuzzy reasoning

3. Hybrid systems like MYCIN

2.1 Bayesian Approach -

Gf;fhe three approachés mentioned akove, the Baye51an approach is
the one. Nxth the strongest theoretical underplnnlngs, v1z-, Bayﬁs
'theorem in probab:llty theo;y- We fzrst‘restate»the Bayeszan..
‘revisidn formulas ir terms of odds rather than prohab:lxt:es- (A
prohablllty of p is stated &s an odds of p/(l—p), @egn, év
'prohab111ty of 010 becomes an odds of 119 or 1/9 - Let e detot&x
any piece of evidence and h the hypoth951s hexng 1nvest1gated- :
Let "h (the negation of h} ke the alternate hypothesxs- By_anésf

\

theorem, we have

\

PC(hie)Pce) = P(ehd = P(elh)PCh).

‘Hence, P(hied = PCelhyPChy/P(ay.

o



Bimilarly, kefhave'

PCTRTe) =ﬁéfel"h>P(”h)/P(§)\ .

b;vxdang, we obtaxn ) N

P(hle)/P(”hle) = [P(elh)/P(ei”h)J L P(h)/P(“h) ]
~The LHS 15 the puster;or %?ds (1-e- the odds 1n»favour of h afteri_
takina 1ntn:atcount the new evzdence), and the second factor on - |
the RHE is the prlur odds (1-&-; the adds in favour of h hefore- '

the new ev1dence 15‘consxdered} ' P(elh) 15 the 11kelxhood of . thé

ev1denca_.-under h' P(cl”h) is the 11Le1:hood under ”h- Thek;;

fxrst fa; or on the RHS 15 thus the llkelxhood ratzo- -This._

estab11shes theib a@lrior oddpwequals the pr:or

odds times the likelihood ratio. :

Inference us:ng Bayosxah approach is, the*efowe,'COncepta5119

quzte s:mple 't g;ven a new piec ,of evxdence e we revxse oar odds

for thn hypothns15 h' hy mult1p1y1wg the odds hy a pos1t1ve factor

—

--the llkellhood ratlo- " If the fdctor %xceeds unxty, ev:dence ;""
favors:ﬁignq the. udds 1n favour of h 1mprove-[1f‘1t 15.1955 than:?
"unitQ, the.evxdence is agaxnst‘h and thb ndds decline;” A  
11Lel1hood ratzo of zero dxsproves the hypothes1s completely, and!
a ratzo of 1nf1n1fy proves 1t cnmpletely.{ A Bayesnan 1nference f

system wxll, therefore, con51st of a number of rules each of-

which links an ev:dence e to a hvpothes;s h w:th a 11&e11hood

ratio whxch spec1fies the drrect@on and“strength of the

relat10nsh1p-

There are two main practical di ‘with the approach 3

Ty



‘ _separatc1y only if the ev;dences they rely an are ‘ \

 :estimat1on of the liPeI

"astxmated by the user on the

‘independent- For example. 1f we fhiave a rule llnkzng

Mﬁtt&ﬁléfﬁﬁiésiinvoiviﬁg the;ééﬁthypothQSii cah'be'égﬁiiédfﬁ

~. . . ¢

evidence él-to,h,w1th an LR af zru‘aﬁd another rule l:nkiné
) _

e2 to h wzth a‘ratio of g, we would ke tempted to use both '

rules -0 egaftor the other to multiply the odds for h by

e

2. 5 * 3'= 7. 5-v Thzs is valzd if- and’ only if el and e2

'const:tute 1ndependent p:cce: of evxden:e-‘-otherwzsv,;'

‘

fthere is the danger that we would ba ‘double countan snme:,

‘of tha evidence.v Check:ng for 1ndependwnce s%atzstically

8- nnt dxf?icult if suffi;xently larqe data is ava:lablvy

(but in the cﬁ%imtfff?fj.
;the requ151te data is not ava:lable, and,ﬁ:

:placed on the Judgment of the user-~

-In th@ &hsence‘o!~innu,h’data to permzt a statistlcal

"'?s'?"of_'his "sudgment.} Ex

t° th°se "h° “‘Ve a t“°“°“ihfgﬂ_§,z”ng'in Bayesian -

'statistics, th« llkel1hood rat:o is a numbew devo:d of .

:zntu1t1ve meanzng, to muat people 1t becaomee a mere numherif

measurxng the strength q‘*a@schatlon- The likeilhood

ratzo is not very suztahle for this klnd of use because off
the 1nconvenxent range of this number —‘zero to :nfzhxty-aﬁf

.

‘Most. peOple find 1t eas:er to state thexr measures nf

Ve

\ungerta1ntywon a zero ‘to one stcale. The othep 1ncanven;ent

;feature of the 11ke11hoed rat;o 15 1ts asymmetrlc scal;ng

ofvfavorableAev1dence {one to 1nf1n1ty) aﬁd‘unfavqrahle: ﬁ#“

ev:dende ( ero tc one)- : S



‘Keeping in view the fact that the expert system would have to ke

;used mainly by people with less than a perfect understanding. of

Bayesian statistice, it was decided not. to addpt’the Rayesian

approach in this work

This was done despite my personal kelief

that the BRayesian apypvroach is the only theoretically valid model

for reasoning under uncertainty, and that any system that departs

from the Rayesian framework is to that .extent wrong. The only

possihbhle jgstification for any noﬂbayesian‘method ie that it

provides a 'workakle and reasonable approximation to the correct

Rayesian method.
2.2 Fuzéy Reasoning

While classical legic

VIKRAR SARADIDA) LIBRARY
<NDIAN INSTITULE OF MANAGEMEN: -
VASIRAPUR. ARMEDABAD-380038

asserts that any propositioﬁ is either true

—ar false, fuﬁzy logic is pbased on the idea that & propesition can

have a variety of truth values ranging fraom zero to unity. A

truth value of zero represents classical falsityy unit?

represents classical truth, and intermediate values represent

fuzziress. Fuzzy logic like classical logic has rules for

computing the'trgthbvalue of complex propositions from the truth

values of their constituent propositions. In every case they

reduce to the classical rules for truth values of zero and .

unitty ¢
truth_wvaluelp and g
truth_valuedlp or g

truth_valuelnot p)

1

]

‘mindtruth_valued(p), truth_value(gl))
max{truth_value(p), truth_value(dﬁ}

1 -~ truth_value(yp)

10



;iIt shbuld be_empha;ize& that the fuzziness cannot be‘interﬁheted
’as propbability because probabilities do not ohey the above
formulas- For examplé, probakility of (p and q) is not equal to
the minimum of th2 probaﬁilities of p éwd q; 1f p and q are
independent, the two.probabilities»havé to ke multiplied giving a
probability which is strictly.iess than thé probability of éithér.
alone- | - |
The main attraction of fuzzy logic is-its simple and fast method
of comkining various nieces of evidence to make infgrenCESr In
ciassigal logic, when f-is_knqwa to béftrue, we can use a rule
"if p then q” to infer q is true-';In‘fuzzy~logic;'when we know
the truﬁh value of p we can use tﬁe rule "if p then q" to attach -
the same truth>yalue to q.also- If‘the'rule i« "if p and q then

'r“, we must first compute the minimqm of the truth value of p and

J;vaand attach thié to r. If-we have,two differeﬁt rules "if p -
then r"‘and "if q thern ", we can consider this as equivalent to
"if p or q then r" and use Qhe maximdm df the truth values of p

arnd q-.

Ire the akove egamples; we assumed that”tﬁe,rule "if p then q" was
itself known with certainty, but, in general, this itself could
ke a fuzzy rule, i-e-,‘there couid be_fuzéinass attached to the
rule itself. In this case, we could“take the minimum of the
truth value of thé premises of the rule (i.e. p> and the truth

value of the. rule it;elf, and treat this_as fhé truth value of



the conclusion (i.e. 'qQ.

Despite its simplicity, the drastic depariure of fuzzy reasoﬁing'
.from the tenets of probability theory make its use slightly
1.problematic- The more serious problém is that there is rno way in

which the systgm carn take several,independent corrokorating

pieces of evidence to provide a high truth value for the
conclusior . Iﬁ the fuzzy system, the iruth value of the
concldsiun is simply the maximum of that oktained from applYihg
each rule sepafately- A collection of rules 1is only as good as
its strongest rule. This is & major shortcoming becaﬁse, in |
reality, we often come across several pieces‘of con%irming
evidemté each of which is individually weak buticollectively

estabhlish a very strong case. A good expert system must bhe able

to deal with this situation..

_ Though the pure fui;y system is, therefore, unacceptable, it is,

‘ﬁevertheless, a majar componént of the hybrid systeme like MYCI&

~which have heen practically successful. Moreover, the fuzzy:

- system is the most practical method of aperationalizinq many of
the fuzzy cqncepts of everyday language. For example, what does
it mean to éay that a variance is large? (Classital logic would
require & definition of the form a variance is large if it
exceeds x%. The classical law af,tﬁe excluded middle woul&
assert that & variance is either large or not, and there should
be o ambiguity at all on this score. -Fuzzy logic would hﬁwever
allow us to retain the vagueness that is inherent in the

N

intuitive notion of largeness. Fuzzy logic would not insist on

S -3



an yes—-or-no answer to the question_whethérva variance is largej
it would permit various shades of certainty in the answer which
are captured in the form of a number betwéenVO and 1. This
Vagueness is extremely useful in formulating rules For the cost
variavnce investigation problem. |

-

2.3 Hybrid (MYCIN type) Systems

The main contribution of the MYCIN system (Shortliffe and
Buchaﬂan,'198d} is a method of comhining several piéceg of
evidence relating to»aihypothesisf Suppose there are several
pietes of evidence, ei, éz, vevy Eny wWhich when usedﬁseparétely
yield fMeasures of Belief", MB[hje.l, MB[h;ezj, cesy MB{hjen],
respectively. In other wdrdé, MBth;ek], PEpFéSEhtS the degree of
belief in h iﬁduced by the,k‘£h'piece éf evidence eu-' MYCIN
comkines tﬁese values 1nto a single measure of helief
MBILhjei14,€6=24%s+,8n] which satisfies @
(&\* MELhjes €2yeccy€nld = |
(1 - MB[hjeal) * (1 — ME[hje=]) * ... % (1 - MELhjenl>
OR |

ME[hie1,82q s =48] =

1 = (1 - MBLhje 1) % (1 = MBLhieal) % --- % (1 = MBLhjenl)
re can also perform this comﬁutation incrementally by setting ME
to zero initially and then applying each‘rulé by turn updating ME

by the formula @



(1/~ MBnew) = (1 = MBaaa) * (1 - MB[hjeul)
| OR

MBnow = 1 - (1 - MB@ld)i* (1 - MB[h;e.J)

The MYCiN system uses only evidence supborting the‘conclusion té

\

compute MB. Iﬁ ;ombipes all evidence against the conclusion to
compute a ﬂgasure‘bf Disbelief (MD) usiﬁg formuléé simiiér:fo;_r
fhose.for ﬁé- It then sets the Certainty Factor (CF) to Mé;— Mpé
While MB and MD range‘froh O to 1,’CFlranges from -1 to 1. Fof
simplicity, we shallldiscuss the MYCI& methodology in terms of

its cohputaiion of MBy the same principles apply to the

computétion,of MD.

Eath MYCiNirule which brovfdeé 5uppor£ for‘a.conclus;qn,h
_specifigsﬁan MELh;i] where i is the set of premi%es of-the,rure.,
Tf i‘is'knowﬁ‘with certainty, MEB[h3;i]l can be used 5traighfaway iﬂ
the akove éomputations- The difficulty arises when i'itéelf is_‘
nut_khown_with Eertainty Lut only itS“Cf ig known. I éthey
'wdrdsliwe have some evidernce e oﬁ fhe;basis of which we have
cu&puted é#(ige],'and\now wish to us; i as évidence‘in faQou; of
h. The value ME[h3i] carvot ke used ag;}t is valid,&nly if i is
known with certainty. 'MYCIN uses the formula ¢

‘MB[h;e] = ME[h;il * mak(O, CFLijel> |

One can interpret MELh;il as a measure of the feliabi;ity of the |
rule linking 1 to h. CFlije] is a measure of the certainfyuof
the premises of the rule- Loosely, one can fnterpﬁéﬁ'the MYCIN

“formula as

L 14



%ﬂa(éunclusion} = (Reliakility of rule) * (Ceftainty* of premises)

The use of the multiplication here should hbe contrasted'with the

use of the Min operator in the fuzzy reasoning systems. .

MYCIN uses formulas similar to those of fuzzy logic to deal with
the 1ogicai oﬁeratorg and and or. va the premiséé of a rule. |
consist é; p,-anﬁ ﬁz, then MYCIN computes |
MBLp. and pajel = Min(MBLpijel, MBIpajel)

in order to campute the CF of the premises.

While Shqrtliffe énd Buchanan{iiad) disclaim any wrobakilistic
interpretation for the;r mndei;zAdaﬁs(1984} has shown thit such &
proﬁabilistic'bagis exists for part of their model, and~that'thi;‘
pfobabilistic hasis enahles us to understand|and evalﬁéte fhe' .
model hetter. | |

'~Adam5 begins with a prokhabilistic interpretation of MB[h;éJ_=

1 - MBLhjel = PCel~h)/P(ed> = P(~hled/P(~h)

where the second equality comes from Rayks theorem (Yh denotes
the negation of hd. If we assume that e, and e= are independent

both unconditionally and conditional on h, ther we have ¢

P{"hles,e2) Plei&ea|"h> P(eslh) P(e=l"h) -

PV P(eslex) P(eg)‘ P(ea)

- e e e Bl Mt i o4 B M o T S iy . > Bt doe iy

"1- Of course, the CF of the premises could be négative; in this
case Max(0,CF) yields O forcing MBLhjel to O. '



ﬁhere tﬁe first éQQalify cames»from Hayés theorem éﬁd the'se@ond
»ifrdm the iﬁdépeadepcebaSsumptions. »fhis is the MYCIN COMbiﬁeb
. Tormu1a for MB. Né can also writé the formula as an up&atjon‘of
 the_probagility of h;mwé usé | A :
P{h) + P("h) = P(hie) + P(Thie) = 1
to get ‘
i —.P{hlei&ea) = '[P(éz!”h)/PCEz>] * tl - P(hlesd]
fn other words, a ﬁiece of evidence in faVoqr of\h leads fo a
redﬁction in the prokakility of “h by a factor [F(eél”h)/P(ezjl.
This leads to two criticisms of the MYCIN approach ¢
1--JUsf &s in~tﬁe Rayesian approacﬁ, the rules mugt'he
| independent. Moreover, the assumption of conditiénal
irndependence is evéﬁ mofe reétricfive'thaﬁ'thelﬂay95ian
assumption and is not consistent with the full range of
values for ME (Adah;, 1924) . |
2. Thé MYCIN approach of treating MB and MD separately and
‘computing CF = ME - MD lacks aﬁy theoretical justification
at all. The'Adams interpretation of MD\1§
- MDLhjel = P(eth)/F(e) = P(hled/PCh) |
which leads to an update formula
P(hles&e=) = [Pnglh)/P(ez)] *-Plhjesds
If onebwere to consider evidence for and evidence against h
sepérately, one would get the quantities MB[h;e,] and
MDL{hieal from which one could compute the;quantities
PLhle«]/PCh)y and P[hle.]/P{h}- ~ The corfeét way te proceed
wqgld then ke to use Rayes theorem to get P(h;ep&e.}?P(h)-

The subtraction MB — MD to-get. GF . is the most serious. -



_departure of the MYCiN system from the tenets of
prnbabiiity; i ?act the CF does not even lie between zere

‘and unity, hut could even be négative-

%part from the comkivie formula, the other crucial componewnt of
ihe MYCIN system 15 the strength oflévidehcé or intermediate.
bypothesis formula |

MEChsel = MBLh3il * max(0, CFlisel)

fAdams'argues thatvthﬁs is not true,under'any ;easnﬁaple  _
assumptions. While not challenging this view, I think it is
importahtvtn recognize that the MYCIN formula has a useful
in%erpretafion in terms of the well khown model of BRayesian
-inferente‘usiﬁg'unce?tgin data'gﬁggtys arid “ilke,196§)- A
straightforward manipulation of the Gettys—Wilks f;gults leads to

the formula @ -

Pchied PCRLLD ‘ PCRI™L)
PChy P{h) PChY

IntuitiVﬁly, if i were tfue, we shouid use»tﬁé factor
TP(h!i)/P(h},‘while {f i were false Qé should use the factor

i R(hl“i}/P(h}; the Gettys-Wilke formula weiﬁhts these two factors
by the corregyoﬁding probabilitieslPKile} and P(Vile). Thé'first
factor use57i as evidence in. favour of h while the setong.uses i
-1 évidence against h. whét thé MYCIN férmula &oes is to ignore
the-second tefm and use only thg first. It is readiiyVQerified
‘thaf ignoring the second term leagﬁ.to‘the MYCIN formula. The
MYCIN procedure can be justiféeﬁ dn théhgrdund that if i is a
.éjgnificaht piece of evidence agaiﬁst h thenlwe should have a

';17_”. ”
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ffeparate,r&le in the syStem‘which conﬁidérs the effect of ~i.

‘The second term in tﬁe Gettys—-Wilke formu;a woild be pickgd up
fromvthéf rale. ThUé the MYCIN formula though incorrect is:not
without its utility.

Adéms_is also qugte correct that the use. of the -fuzzy -logie:r- -
operators}nin‘and max to deal with and and or require ver;\stroﬁg»
. restrictive assumptions. For example, probakility of (p and‘d}‘;
is not equal to the minimum of the prokakilities of p aﬁd q; if p
and q are independent, the two probakilities have to be

multiplied giving a probakility which is]strict;y 1955 thars the
pwabability bf eithér_alohe- \Howe§§r,‘premises4of a single rgle
are very unlikely to be‘iﬁdependent; théy are qsually pﬁt

together in a r&lglonly becaﬁse they are likely'ta occur

together. Thus mult%pli;ation of probakilities leads to a very
sigﬁificent underestimate of thévpfqbability of fhé conjgntfioﬁ

o all the premises of & rule. ©m the other hand, the MYCIN

~formula is likely to he an overestimate. : \ -

2.4 The Modified Mycin system

»Consideriﬂg'all the factors discussed iﬁ.the'precedihg sections,
it was decided to adopt a slighti§4modified version of the‘MYCIN’
sysﬁem'wheﬁe the certainty factors‘could, with some caveats, he
interpreted as probhabilities. The most_éignificént departube»

-

from the Mycin system is the'complete ahandonment of the idea -

[}

that ¢F = MR -~ MD. Instead, the Adgms iﬁterpretatiqn is ‘adopted

BT



“to deal with favorable and unfavorakle evidence in an integrated

manner.

The system adopted may be summarized in terms of the following

formulas.
A\ I\

i. Effeét of a Rule Supporting the Hypothesis

{1 - Cf_new) = CF_effective # (1 -~ CF_old)

CF_éffective CF_rule*GF_premises

CF_premises = min(CF_premisel, «..;, CF_premise_n)

-

Z . Effeht of_a Fule against thé Hypothesis

 CF_new = CF_effective * CF_old
CF_effective és earlier- |
As the names sugygest, CF_new and CF_qla are the CFs of the‘;
hypothesis befote and‘after appl?ing‘the rule in qqestion,'
CF_rule is & measure of the reliability of the ﬁule which is part.
éf the statement of the rule, CF_premises is the CF of the
conjunction of all thé premiseé, CF_premisél is the CF of the

first premise and 3o on.

This model has one difficulty which the MYCIN model does nat
have, viz-,“what value of CF_old do we use whiie applying the
very first rule. In other words, what is the init%ai value of CF-
befoée any rule has heen applied? In Ba&esian terminclogy, what
is the prior ﬁrobability qf the hyﬁothesié?“HYCIN simply 5et§

hoth ME and MD to zero implying a CF of zero which (or the -1 to



1 scale) correqunds to éomplete ignorahcem ,EVen a cﬁrsory
exposure to Bayésian 5ta£istics is sufficient to_realize that .
setting CF to 112_15 taotally unsatisfactory-' I helieve that any -
ﬁodel of inference which wisheés to he true to prabability‘of even
to ordinary human inference must hgve recourse fo pinf‘
probabilities.- I do not therefore see the need for briors as a

disadvantage.

‘Priaré can be avoided if there ére no "negative" rules which
5provide evidence against an} hypothesis, i;e;, all rules are )
:pa§itive - supportihg their conclusions. Iﬁ this‘case, just as
“MYCIN siéﬁiy;sets MB to O, we can set CF to Oj in the abserice of
3négative ruleé, MD would be O and MYCiNfs MB*MDTwoqld-agrée with
‘our CF. Thus, this approach will giVélregulis ideﬁtitai'to/thase J
i\of MYCfN\in systems whicﬁ héve no negative rules. - In mény‘
‘contexts, it is very natural to use only positiveirules,‘and the
 pure fuizy_ﬁeésoniﬁg systems diﬁcqséed-in.E-Z de n6t ﬁérhif
;negative rules. The possibility dereproducing'MYCIN behaviour‘
o éuchlsystemé is therefore quit@_attractive-

‘The . solution finally adopted was that the sYstem wonld start by
.setting CF to zero- The ruig% would he applied iw the order
;épecified'by'the users if the user wishes to specify prior
rpfobabilitieé, his very first rule shbuld,achieve an CF_pffective‘
gqual to.thé desired prior prababilit?, e-g., it may have no
;premisés’and Have & CF_rule edual to the desiﬁed ﬁriar_
.prahability- If hé does not do so; then t?e system‘wouid«bé

ﬁgenéitiye toe the relative ordervbf thefpbsitiveAand negative
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ruless negative rules would have their Qreatest‘effect if they
come last, and would bhe ineffective if they come first. The
relative order of the positive rules inter se, or of the negative

rules inter se is immaterial.

AN

\

/

The system as implemented offers the user a choice hetween the

\

fuzzy system and the modified MYCIN system as describked above

which we shall henceforth refer to as the MYCIN system.



3. IMPLEMENTATION IN TURBO PROLOG
3.0 Introduction

The entire discussion in this chapter assumes a good gnowledée of
Prolog, especially of Turko Prolog. A rudimentary knowledge.of
parsers aﬁq interpreters in general is also assumgd;

Tradit;onal Prolog usua11§ runs as an interpreter; this has meant
that the Prolog program has the akility to consult the file 
cohtaining the knowledge hase at YU time, and assert this
rulébase‘directiy'into the program’s source code- Prolog, in
fact, has the.ability to manipulate Proleg terms like any other
;data structure so t;at by using ascert and retract, it can
@anipulgte its gwn source code like data. With the knowlgdgé
‘base directly asserted into the source code, Prolog’'s built in
?backward chaining ahility then does the restc%7-\he jobys the uger‘
1simply calls the top levei hypothesic. Pravidiﬁg any explanation

tapability is also straightforward.

Turhao Pfolng, however, is a cempilery the: speed that this makes
possihble is purchased at the cost of the loss of the abov;
%aciiity of‘traditinnal Prolog. In.Turbo Prolpg, only facts can
he asserted at run timey filee to ge consulted at‘run time éust
also contain only facté-. A fact corvecsponds to a Prolog rule
@ithout a hody. Moreaover, no %ree variakbles are allowed in the
?acf- {(In the language of the First Drder-Prédicate\Calculus"

YFOPCY, facts are ground atomic formulas). No kriowledge hase can

consist only of factsy if_it did, it would be-& database, . not a ..

by
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" kriowledge hase.

Thig'wauld suggest that the only solution is to i;cludg’the
rulebaﬁe in fhe source code bhefore comﬁilatior- This, of course,
has the diéadvantage that if the user wants to charnge one of his
rules, he has to edit the source code and recompile it.  More
importaptly; this solution does rot a}ieviate‘the gvrobhlem of.
pr;viding explanation. Any expert system must, at thé very
least, ke akle to provide a complete tracevof its reasoning cﬁain
and justify each step uf the chain-\ Te do this is impossihle’
vwithout,‘in some sense, Manipulating the source code as it is
being executed, and storing thelintermediate results. Storing
even the intermediate steps is impossihle in Turbo Prolog‘because
‘the'intermgdiate resﬁlts would involve free variab1e§ Cthe
..variablés may become fuily instant?ated only gf‘t{e end of the
inference éhaiﬁ; till then these variakles are free). Turbo
Proloyg databases cannﬁt.contain free variakles; hence it‘is not
possible to use aségrt to store the intermediaté results. All
this means that-any explanation capability requived must be har&
coded by the user who creates the rulebase. Effectively, this

means that the user has to do everything from scratch with only

the Turbo Prolog compiler to hélp bims



;;1 PIE ~ the Prolog Inference Engine

?ppendix kK. of the Turbo Prolog Reference manual, which discusses
the ahove proklem in some detail, suggests a possible solution.
#his solution can he hest descriked as a Prolog interpreter
;ritten in Turko Prolog; a détailedﬂdescﬁiption cary be found in
Apﬁendix K”df the Turho Prolog manual (hereafter referred to as
Appendix Kj, and the software itself is available on the Turbo

Prolog distribution diskettes.

The heart of the system is & scanner and parser which- generate a
parse tree from Proloyg source code- This parse tree is a data
étrdctuPE'in Turto Prolog which Appendix ¥ calls the static term
gggggﬂ)- The pafse tree does not contain free variables (instead
it contains the names of the variakles), and predicates |
gontaining these parse trees can he asserted into and retfact;ENl.
from Turboe Frolog databases. An entive rulebase of FProlog |
%tatemEﬁts'can ke read, converted inte parse trees, and asserted
into a furbo Proloyg database- Toe get any agtion out of this,

however, the parse trees must he interpreted. Inw the case of

Prolog, interpreting means that the entire unificatiorns and

packtracking process of Prolog must ke mimicked. This is eaey to

do in Prolog (Turho Prolog) itself. The idea is to construct"
@nother tree (what Appendix K calls the active term 6r aterm) in
which variables are not represented by their names as in the
léterm, BEut by pointers to (the addresses of) actuél variaklesy in
#thd Prolog such pointers are called reférencervafiables- Since

free reference variables Canchberrepresented by pointers:ztosvacant
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'abdresse5, refefencg variahles ave the principal means of
manipulating free variakles; in traditional Prelog, all variables
are treated as reference variahkles. The interpreter while
‘coﬁstructing the aterm must alsd maintaivn & list of variahle
‘bindihgs which specifies how variakle vames in the sterm
cbrre;pond to the actuél variables in thelggggg-<~This-155tfofA

Ckindings is maintained in a data structure which Appendisx K calls.

- the enviraenment. Roth the aterm and the envirorment cantain'frée.
- variakles, and carnot, therefore, ke asserted in Turbo Prolog
databasess they must he passed around as arguments. The

predicate unify term{(aterm,sterm,environment) is the 'mechanism

.uéed to convert hetween sterms and aferms-.'Like.most Proloq
.predicates{ the same predicate cawn convert in eifhér

- direction @ if gﬁgﬁgvis given as an input, aterm can be obktained
as outputy if aterm is input, sterm can he got as éutputjiif bhoth
are input, unifz term can‘verify whether they match each other.
-The crux of the interpretation process which is dene by the
predicate unify kody can then he descrikbed as fnllnw;- Given a
goal in the form of an sterm, split it info its suhgoals (e-g., a

' goai might he of the form “subgoa11, subkgoalZ, «.., subgoal_phﬁ,
and pfocess each subgoal in turn. If a suhgoal is a predicate,
convert all.its’arguments into‘atérms, and call the predicate
call which is resﬁonsible.for‘executing all prgdicates- Thé
predicate call searches the rulebase for a rule whose head
matches the given predicate (this matching is done by

unify_termy. If a match is found, & new environment is created,
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N



}l; the arguments are unified intolthat environment,‘énd

:ﬁnifz body is called with the hody of the matched rule and the
‘hewly created environmeﬁta The prucess.is thus repeated.
recursively except when the rule has no bodys ip this case, the

~

.;ubgbal in question has heen satisfied. The predicate call is
“also responsikle for the handling of huilt-in predicates (if
\qny)- For these predicates, no clauses will ke fbund in the
user’s rulebases the call predicéte must simply carry out the

.

desired action.

3.2 An Expert System Shell .

The‘idea undeflyiné the PIE module discussed above can be
e%tended tb\implemeht an expert system shell; after all, the
hajor functidw of an-expert system is to infefpret the rulehace.
Iﬁ fact, the same i1dea can be used to write an interpireter for
any language, not necessarily Prolog. Of couwrse, if the input

language-is Prolog—-like, then large parts of the PIE SCANNEer,

parser and inberpre&er are readily usahle.

In this research, the 1anguage in which the rulébases are‘written
is sufficiently Prolog-like to reguire no chavnges in‘the scanner
?anﬁ parser, bqt'suhstantiéi changes are required_in the
interpretér- The changes arise from the need to handle
urncertainty and the conseguent iﬁadequacy pf straightforward

backtrétkihg as discussed helow.



f‘In ndrmal Prolog programs, or, for that matter, in any inference
system under certaivnty, multiple rules can he handleﬁ édequately
by backtracking. - The different rules will usually produce
different solutions; even if they do not; the only disadvantage
is that the‘same solution may be duplicated. Dup}icationﬂqf
solutions can,.under certainty, ke easily solyed by simply
discarding thé duplicates. But under uncertainty, this will not
do @ éach rule produces a different piece of evidence in support
of the same solution. All this evidence‘must be considered
together io determivie the certainty factor a;sociéted with the
solution. In the actual implemevnitation, therefore, the relevant
clause for the predicate call0 (the difference between call and

callo is discussed later) is as follows @ ",.

callo(ld,Aterml Cf Rule_head):-
bind_head_unique(ld,Aterml,Concl,Rule_head),
use_all_rulesdId,Aterml,Concl,Cf,Rnle_head).

Here, Id is the rame of the predicate'to he executed, Aterml is
the list of arguments, Cf is the Certainty Factor (to be‘computed

by callor, and Rule_head is the parent goal of which the curvent

predicate is a subgoal. Eind head unique returns the conclusion
of the first~mat£hing rule, discarding solutions which have heen

found hefore; under kacktracking, therefore, each call to

bind head unigque will producela fresh solution. Use all riules
then appiies all the rules to obtain support for thé given
conclusion to compute its true certainty factor.

The predicate hind hbad wnigue is coded as follows &




bxnﬂ _head unxque(Id Aterml,
[int(Rule_rod>,cmp{ld,Sterml),Skody,
) 1ﬁt(Pule_cf),1nt(Cf_out)3,
Parent_head):—
rule(Rule_no,cmp(Id,Atermll) Body,Rule ctly,
freel(Env)y,
unify_terml{(Aterml ,Atermlli,Env),
E = Env,
unify_terml (Aterml,Stermll,E),
Fule_htead = [int(Rule_nod),cmp¢ld,Sterml1>],
assert{(why(Rule_head,Parent_head)), '
unify body(Body,Sbody,Cf out Env,Fule head),
urify_terml({Aterml,Sterml Ehv),
uniqued(Rule_no,Id, Steaml)-

- The second argument of hind head unigue (the list on the second

and third lines) is the coﬂclusion- Apaftifrﬁm the solution
(Sterml) itself, this énnclusioﬁ specifies the rule number, its
CF (Rule_cf), and the CF of the pfemiSes cf the rulg (Cf_out).
The code for this predicate is similar to that for the predicate,
-Eéll in Apbendix ke There is some additional housekeeping being
done (Rule_head and the why predicate) which will be discussed
later, but the main change is the laét'line which discards
sluticns which have heen processed hefore. This‘is achieved hy

the predicate unigue coded as follows @

uniguecRule_no,Id,Stermly -
head(Fule_no,cmpd{id,Bterml)d, .

unigque(kuele no,Id,5terml -
notdhead{ _,cmp(Id,Stermlddy,
assertadhead(Fule_no,cmp(Id,Stermlyd).
The datahase predicate head stares every solution found so far
along with the rule number from which the sclution was ohtained.
The second clause for unigue, checks this database to determine

whether the solution is new, and if so stores this sclution. If

the solution has heen obtained hefore, this clause fails causing



bind_head_unique also to fail. The only exception is in the
first clause for:unique- If the solution has been oktaired

before from thé same rule, unigque and, therefore,

g&nd head unique succeed. This situation arises when the same
predicate has been evaluated hefore for some other purposé
(several different goals might have the same or 51mzlar

subgcals)-

After Lind head unigque has discovered a solution, use_all_rules

applies all rules to compute the certainty.factor s

use_all_rulesd_,_,[_ ,Sterm, ,_,_],Cf,_):;
theorem(Sterm Cf),.5

use_all_rules(IdyAterml,Concll,Cf,Rule_head):—
Concll = [int(Rule_1),_,_y_».1,
firndall{(Concl,
use_one_rule(ld,Aterml,Rule_1,Concl,Rule head),.

Concl_list), ,
comhine_all(fConcll|Concl_1istl,0,Cf).

The first clause checke the databace predicatextheurem which
stores'the certainty factor of all solutions discovered so fars
Whevrever possihkle, the system just looks up the certainty facton
from this database instead of going throhgh all the rules again-
Otherwise, the second clause uses findall to gather the
conclusions of all rules applicakle to the given solution. This
list. is appended to the conclusion of the first rule, and

comhine_all is called toc compute the certainty factor.

Comhbine all is as follows :

combhine_all([],CF ,Cfrz--"t.

combine_all([ : CLY
fint{FRule_no), cmptId Steaml;,Shody,lnt(Pule ety yint(Cf_out)]
'Ta11] JCfO,Cf _ erd)

| U
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) i gy
comkine(CfO,Cf_out,Rule_cf,CFf1,Cf),
trace_prpof(Rule_no,copld,S8terml),Skody,

Fule_cf,Cf_out,Cf1,CfH, !,
combive_all(Tail,Cf,Cf_end).
:This redursive predicate just traverses the list of conclusions,
- processing each conclusion by turn. The predicate-combineftakes
<the conclusion of one rule and updates the.certainty factor. All
its fivF arguments are certainty factors; these are the current
CF (hefore applying the rule), the CF of the premises, thé:CF of
the rule, the effective CF from this rule alone, and the final CF
after applying the rule- The nature of this comhine function is

discussed in Z.2 and 2.3, wHere the fuzzy and MYCIN methods are

descrikhed. - The software supports both functions.

The predicate use one _rule is similar to bind\head'uﬁique except

that iristead of testing for uniquerness, it only ensures that the

fifst rule which has already been applied by bind head unigue is

not 2pplied again (Rule_no »< Rule_1i).

vwee one_rulelid,Aterml, Mule_1,
[int(Rule_nosd,cmpild,S5terml),8hody,
int(Rule_cf), int{(Cf_onutd],

-Parevnt_head):-

rule(Rule _noycmp(Id,Atermli) Body,Fule cf),

Fulée_ne »< Rule_1,

freelEnv), .

unify terml(Aterml Atermll,Env),

E = Env,

unify_terml(Aterml,Stermll,E),

Fule_head = [int(Rule_no),cmp¢ld,Stermlli)],

asserti{why(Rule_head,Parent_head)),

unity_body(Rody,Shody,Cf_out,Env,Rule_head),

unify_terml{Aterml,Sterml,Env).

. This set of predicates, tagether with the unify kody and other

pred1cates as in Appendzr K.y constitute the core of the rulebase

1ntempreter requ1ned for reasoning under uncertainty. Several



dther predicates are needed to provide‘the explanétion capability
and user interfacey fhé move important of these are described‘in
suhﬁequent éections- Gnernther peint has been implicit in the
above discussion of certainty factors. Predicates do not just
succeed or failj; they succeed with some certainty factor or they

fail. Sometimes, it.is convenient to convert the failures also

into successes with certainty factors of zeroj; ultimately, of

course, it is necessary to regard a certainty factor of zero as a -

failure.

This solutien to the uncertainty inference problem runs into
,difficulties with'Prulog rules which are capahble of producing an
“infinite rumbher of solutions.  For examplé, the following |
‘prédicate»if used in Turke Prolog will produce an unending? list
of solutions — 0, 1, 2, 3, d, <« '

humber(0). -
“number(X)i- number(Y), X = Y + 1.7

iThis will not work in the interpreter discussed above. TIts:
-attempt to find all possible solutions and process them together

“will fail at some point when the system runs out of stack space.

?1- This.is true only in theorvyi actually,-after several hundred:
~solutions have hbeer obtained, the program will terminate with a
"stack overflow" erro¥ message. . . o : -
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iﬁ.; Built—in_Predicates“

It has already keern mentioned that iw addition to handling the

nser defined predicates the system must he akle to handle

whatever built-in predicates fhe user is allowed to use. In the

current system, the following built-in predicate; are supported

1. Aqithmetic- Only integer érithmetic is @uppartéd- The

by

Proleg predicate is deoes arithmetic (similar to = in Turho
Prolog) with the usgal arithmetic operators. Some basic

functions like abe, max, min, mod are supported. The

operators and and or are implemerted as arithmetic
operators to facilitate fuziy logic applications; they are
internally convertéd into min and max respectively. A

predicate pct is provided for camputiﬁg percentages without

producing ervors like division by zero and integer

4

»aygrflow- YA fgncpiuﬁ ramg_is_provided for applyipgwfuzzy )

logicy its definition is as follows (its application is

- described i d.1):

ramp{Value,Start,End) =

ramp_up({Value,8tart,tnd) - . if Start £ End
100 - ramp_upi{Valde,End,Start) if Start > End

“ramp_upiValue,5tart,End) =

200 ’ ' if Value = End
O - .‘ if Value g Start
{(Value-Start)*100.0/(End - Start) ‘otherwise

Felational operators < and >. . ¢

3. Manipulating certainty factors. The predicate’ cf takes-a -



proposition aé.its argument, computes 1ts certainty factor,
and returns this as & numerical.valﬁe- The pfedicate fuzzy
tékeg a numerical value and succeeds with that value as its
cértainfy factor. These two conversion predicates alloy
the user té.bverride the standard combine functions and
appl? &ny method whatsoever for camputing‘certainty
factors. . ; -

d. Input/Duyput « FKnowledge bases are not supposed to do any
input or output; that is the sole prerogative of the .
cantrol program. Input/output facilities are, however,
useful for guestions and for sophisticated'debugging- The
p#édicate read reads a line from the terminal, parses it -
into an ggggﬂ,.and then cén?erts that into an aterm; in
effect an arkitrary Proldg term (aterm) can be rgad from
the terminal. The predicate write writes an arbitrary ii§€°
of Préloé férms (ggggﬂ or sterm) in a readakle manner.

, ( ‘ .

S. Questions. The predicates - bound._nut_asserted, assért,—
&re intended to he used iﬁ questionsy their function is
digﬁussed in J.d4 helow.

“The predicate Qgilé which is>r95ponéibleLfor the execution of all
;ﬁredicateé contains Separaté clauses for each ef the bhuilt-in
pr?dicates- MoTe buiit~in preﬁicates can ke provided simply by
aading more clauses to callo. For example, the clause for the

‘velational operator "<" is as follows @

CeallOCUET, [T1,T21,100, D=1, :
bound(T1y, kound(T2), eval(Ti,Rl,cmp("<"y[T1,T21)),
eval (T2, RZ,cmpd <", [T, T210y,RL < R2«- C

weer
¥



The rule first checks that the two tefms Tl and TZ which are
heing c;mpafed are both bound. Then ﬁhe.two terms are evalﬁated
to okhtain the numerical values Ri_anﬁ RZ using the prediﬁate
;JEXEL- Finally R1 and RZ are compared usiﬁg Turko Prolog’s
built-in relational comparison opegrator. The predicate eval
takes thyree arguménts — the term to he evaiuated, the result of
the evaluatioﬁ,-anﬁ the goal for which this evalﬁation is béing
dorne. The last is part of the hodsekeeping required for
’/providing the explanation capability as discussed later.

S

 '3-4 The Rulebase

The vulekase to ke created hy the user consists of rules and,

gquestions. Rules are written as follows @
rﬁle(rule_nn,rule_text,tule_cf)

‘éule_nn is én-integer which gives a numher to each rule.
Fule_text is a string which must he en;losed in guotation marks.
If the rule;temt contains emhedded gquotation marks; the single
gquotation mark should he used; the doukle guotation marks‘are
reserved for the‘marks enclosing vule_text. DOtherwise, rule_text
is an‘or@inary Pralog‘rule; the only difference hetween thisg and
ordinary Froleg is that the only standard predicates sﬁpported"
aré the oneé listed in 3.3 akove. In particular, the predicatés
cut ¢!y and fail are not supported. No genuivie rulebases shduld
have these predicates. Fuale_cf is an integer giving the

certainty factor of the rule in percent. FRules against a



hypothesis (negafivé rules, see Z.4) are entered with negative
kertainty factors. Qne change which has been made from
tonventional Prolog is that the word "if" can ke used instead of

'

ihe Prolog symhol ":=" for hetter readability-

Ruestions are entered as follows

question{question_numker,question_text,question_ct)

These arguments are identical to fhose‘for rule. In particular,

/

questinn_text is an ordinary Prolog rule. The difference.is only
'in the way the system processes it. " A guestion is intended to be
5u5er where'all rules have failed to;produce\a positive or -

negative answer, and it is necessary to oktain an answer hefore

the inference can proceed; the question, therefore, asks the user.

to give the arswer. The gquestion will, therefore, bé uéed ﬁyvthe“
‘5ystem only if all rules have failed- For‘éxample, tﬁe cost
Variance investigafion system requires the variance data to be
availakle for any inference to ke carried out. What happens if
the user queries the system ahout & variance for which d;ta does‘
not exist?b Orie possibility is that the system sheould prompt the
user to enter the Qariante data, accept fhis data and assert it
into the database. However, if the user asks‘for a list of all
variances, the gquestion éhould not he invoked; the system shaould
anly giVE'thése variances for which data exist. This is why ihe
gquestion cannot ke treated like & fﬁle-

] B . R \

The predicate call is used in conjunction with call® to handle

rules and guestions in the marmer suggested above i



call(ld,Terml Cf,Parent)i—-callO(ld,Terml,Cf,Parent).

call(Id Aterml ,Cf,Parent_head):-
questxon{u o, cmp(Id,Atermll) Body,& cf),
free(Envy,
unify_terml(Aterml Atermll,Env),
not(callO{ld,Aterml,_,Parent_head)),
E = Env,
unify_terml (Aterml ,StermlO,E),
Fule_no = -G_nro, :
Rule_head = [ivt(Rule_no),cmplId,8termle>Y, - - - - - PR
assert{(why(Rule_head,Parent_head)), :
unify_body(Body,Sbody,Cf_ocut,Env,Rule_head),
uxify_terml(Aterml,Sterml,Env), ,
combhine_all{l "[int(Rule_no),cmp(Id,Sterml),

Shody,int(&_cfd,int(Cf_outd]
1, 0, Gfy, |

assertadassertion([int(Cf),cmp(Id,Sterml’>1)).

The first clause for rall simply calls the predicate callo
ﬁiscussed earlier. A&11 rules will; therefbre, be apgplied. If o
“rules gucceed, or whern &ll solutions ﬁaye heen exhéusted,xcalloﬂtiV;
lhill fail. Now Prolog automatically backtracksg and tries the
second clause for géii- This clause first checks Whétﬁer any
&uestion'matchES'(these three lines are similar to theilines of
calld forrprocessing rulesy. The next line
nat(callo(ld,Aterml,_,Parent_head)), oy .

zs the cruc1al line which ensures that no.rule has succeeded evéﬁ
with a certainty factor of zero. The rest of the tode foﬁ,géligl
is ;imi}ar te the code in calll which deals Qith rulesy the
processing of rules and gquestions ie very similar. The only<
‘additiaﬁ is the last line which stores the conclusion of‘the
‘questidn in the database of assertions s¢ that the same gquestion

will not ke asked of the user again.

f#he question is like any cther rule and. can carry out any amount



of reasondng and input-output. The wuser irnput can be used to
obt%;ﬂ values for the variahles uséd in the question. At the end
of it ail, the system refords the conclusion with & certaivty
factor equal to the certainty factor with which the question
itself suc.eeded. The questioﬁ can use the huilt-—-in predicate
ﬁEEEX to succeed with a user supplied certainty factor.

All input and ogtput must he done by read andlggigg; the systém
itself does not adtomatically AO any input orfautput-

Whenever a read is heing executed, the user can type gﬂx_inétead
af giving an answery the system responds with what goal it is
“attempting; answering why again will reveal the supergoal for

which this goal is heing attempted, and so on.

A

Finer control over the execution of guestiorns is poessihble hy
- ‘using the built—in predicates bound which tells whether a

variakle is hound, »ot_asseirted which consults the data hase of

assertions discussed ahove, and_assert which allows aﬁ‘arbitfary
fact to ke asserted.iﬁto the agsertipns databaée- Using this it;
is poscible to specify more preciseiy tﬁe conditions under which
the question is to be processed furfher- -The ﬁredicate assert
allows a question to ohtain data about a numher of things and
assert all of them inﬁa the database. In fact, the guestion
itself can fail se that its cqnélusion is not recorded. Using
\

these predicates it is even possible to obtain user input using

rules rather than questions-



fhe predicate call® has an additional clause :
callo(Id,Aterml ,Cf,_)*-
assertion(lint{(Cf),cmp(ld,Sterml>l),
free(E),
unify_terml(Aterml Sterml, E).

which consults the datahase of assertions. An assertion made . by |

the ,user is thus avai;ablé for the rest of the session.

.5 Data

Strictly, all data can ke entered as part of the rulébase itself,
but this is excruciatiﬁgly slow, particularly if-computationg
‘have to ke done teo transform the»data/inta more usable form- In
_fhe case of cost variance investigation, the data highf consist

. N~
gf actuals and budgeted figuress ﬁhese have to be converted into
Qariancé amounts and percentages. If the data were inclﬁded in
the rulebase along with the rules for converting the data into
.varién;es, the system slows down as all these rules héve to he
interpréted again and agein. This, of course, hrings us'batk to
:the advantagés of compilersz discussed in 3;0- A solhtion 15 to
hard code these computations into the source code of the contrel

|
progra& itself, and treat variance &s & huilt—in predicate which
. the system interpfets as & regquest to consult fhe.internal
/

~datakase- Any changes in this predicate regquires charnging the

sgource code and recompiling.

W



The built-in predicate variance is interpreted as follows @
vcallO("vafiance", g
[atom(Item},atom(Div)gintCM},int(Q),int(Mp),int@@p}],
1(‘"7 Il_ -
varzance(lteml Divi,M1,&1,Mpl, ﬁp}),
Item=Iteml,Div=Divl,M= Ml Gh=g] , Mp=Mpl ,Bp=ipd .
Processing the datafile consists of consultivng it to create the
S datakase data and ther calling the following predicate which
performs the computations and creates the variance datahbase-.
compute_variancesi~
data(Item,Div,Mhud,Mact,Gbud,Cact),
Mvar = Mact - Mhnd,
Bvar = Ract - Ghud,
pct(Mvar,Mbud,Mpct),
pet(@var,thud,dpct),
assert(variance(Item,Div,Mvar,ivar, ,Mpct,pctd),
fails ) - .
campute_variarmces.
‘This particular set of computations is for the case discussed in
-Chapter d. The data in that case consists of the item (e.g.
sales, profits etc-», the divieion,»manthly'budgets and actuals,
and quarterly budgets and actuals. The variance database '
camputed thevefrom Ly the akove predicate contains the item,
divisionrn, monthly and quarterly variances (amounts), qnd'mahthlyl
~and quarterly percent variances. The predicate pct is used teo

ersure that division by zero leads to a large. number (X10000%)

rather thanm an integer overflow.
3.6 Explanation Capability
Explanation conéists essentially of three things *

1. Which rules succeeded and why?

2. Which rules failed and why?

%)
&



3. Why was a rﬁle tried?

-To do these a complete trace of the inference process has to be
“maintained. Whernever a rule succeeds, the rule head and the rul
i _ t ' :

"body are stored along with the rule numker and the various

ccertainty factors in a predicate called rule fired. The 1ule

}head and rule body are the instantiated terms in which ail
“variables have heen replaced by their valyes. To justify_any 
~conclusion, the system consults this databhase to find but whi;ﬁf
;rules succeeded. For each such rule, thé rule kody is looked up
to find out the premises involved. anéh of these is fecursively

Tjustified in turn to any required depth of justification.

: fd eﬁplain cnmplex.arithmetic calculations, the evaluation
?predicates store intermediate results of all computations in the
: Farm — pérent_goal, expressién, value. The‘parent_goal is stored
gsﬁ-that when justifying that goal, this database can be looked up
to edplain the arifhmetic behind it-.

1

 whenever uﬁifx Lody fails, the failﬁre is recorded in the form ;
failed_clausé (literal), failed clause (instantiated),
parent_goal, reason. In the literal cléuse, all variables are

- vepresented by their names; this ié the form in which the clause
appears in the rulehase; ;n the instantiated clause, aill variahle
which are bound at the time of. failure are veplaced hy their
values. There could ke sevéral reasons for a failure @

1. no rules may have matched

2. some rules may have matched, hut all of them failed



3« the rules might have succeeded with zero cf.

d« the cﬁause consists of a negative-— not{negated;cladse
and the negated_clause succeeded

. the clause consiste of one of the hbuilt-in predicates |

-

is, =, <, », and the predicate failed.

‘Because of. the hacktracking that goes on, it is not quite
istraightfnrward to ascertain the reason for the failure. Some
reasoning is required to figure out this out correctly, hut

Prolog is gquite well suited to carry out such reasoning.

In case (2), a complete explanation of the failurg must explain
the failure of each of the rules. Using the internal datakase

failed this can ke done recursively to any depth reguived.

!
Whenever a subgoal is created, a datakase entry iz made in the

-why bredicate which contains koth the new subgoal and the parent
goal of which it is‘the subgoal. This allows unlimited backward
chaining to erlaiﬁ th a certain subgdai wae or is heinyg
attempted. When & user respanée is beiﬁg ésked for in respoﬁse
to the built-in predicate read, the latter situation

ohtains ¢ -the goal is heing attempted, and has ngither succeeded
.nor’failéd- This is why the other databasern failed'and

sucéeeded clauses cannot be relied on to do this hackward

chaining from sukgoal to pavent goal.

a1
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3-7 User Intérface

The user interface consists of two windows @

i. The main goal and dialog window in whicﬁ the user types in
goals (gqueries) and the system provides answers and
Justification;

é- The comman; wivdow in which the user types in various
commands fnr’changing éeftingsgof_various iﬁternal

parameters or requests explanations, or issues othev

commands.

The system toggles hetween the two wiﬂdows with fhe ESC keys
pressing ESC iﬁ the goal windbw immediately bringé U tﬁg chhm&g@g
window énd vice versa. The command window is only fo} ;ccepting
Ehe user’ s command; as soon as the cummand is typed in, the
command.windowrdisappears and the system’ s response usually“
appeaﬁs in the dialog window. The main purpoge of the command
window4is to clarify to both the user and the system that the
user’ s input‘is to he treated as a éommqnd and nof as a goals.
Some cdmmaﬁdé cause a new window to be open;d up- For example,
fhe edit command operse up & window in which the rulekase is
_displayed for editfﬁg; The.View command, sorts all solutions hy
their certainty factors and displays them in a window in whichr

the usertpan-scroll through them at leisufe- The help command

~ displays a help file.

All input from the user ®ollows & Prolog-like syntax. This it



because the same parser used for parsing the rulebase is used to’
parse the commands hefore executing them. In fact, the command
‘ v ; ) _

processor can he viewed as an interpreter which interprets a

Prolog-like language of commands.

3-8 System Requirements, Performance and Enhancements

The system is qﬁite large — the executable file is akout éOOk,
and since Pfolog requires heaps of memory (fovr the heap!), a
minimum of ébout Slﬁk,o%_free memory is réquired to run.  Large
rulebasesvrequire correSpondingly.largér amounts of hemohy- A PC
with no fesident programs gives enough memory, but I fihd the_ w
‘system running short of memory dn my.system unless I redee'mﬁst
of my resideﬁt programs. Moreo?ar, Tufbo Prolog’ s garbage
collection algorithms appear to bé less than perfecf- After
‘repeate& editing of the rulehase with the associateq retracts and
'asserts,fthe internal heap memory apparehtly bécgmes excessively
fragmeﬁted, andvthe system runs ocut of Memory « It i1s mecessary
to start afreshi hbut since the files are saved, nnthing‘is reélly
lost. The garhbage callection process is also guite slowj when
the user types in & new goal after evaluating a complex goal, &
lot of time is spent iv retracting all the cld proof traces and
~the associated garbage collection hefore the new goal isl
processed; &ll that the system can do is tb di;play an

appropriate message requesting the user to wait.
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The system obviggsly dpes not run from within the Turbo Prélog
environmenty it is necessary to compile it t; an .Exé file.

Since the prograﬁ exceeds 4000 paras of cdde, this makes it
necessary to split it up inte three modules each of which\ig lesc
tharn 4000 paras and cdmpile them as a project. Obherwise, the
talls within each module would hecome "far" calls slowing down

-

the system and consuming evern more memory.

ARll this means that the system is cloce to the limit of what is
possible in the PC envirornment with Turhbo Prolog. Any further
ernhancements will be at the cost of the heap memory available for

the systemvto T AT

In terms of speed, the system is gquite fast oﬁ small rﬁlebaségv;}y
But, on large rulehaﬁes, the system response Jdues hecome somewhét
sluggishi. |

The main enhah;ement that on9<woqld like to add to the sycstem is
. a rudimentary natural 1gnguage fécility- At the very least, the
system’ s output should be more Envglish—~like vather than Prolog-
like- This is not too difficult because all the outpqt comes
from Prolog structures that are éssentially parse trees. There
care hardly any unparsed strings being simply written out; To
convert a parse tree i%ta,an English—-1like outpﬁt ie hy no means %
qauntiﬁg task. Fhe-principal consideration which deters such aﬁ
énterprise iz the fac@ that, &s discussed akave, the system has:

very little spare medory to accommodate this additional code.

»
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1Handﬁiﬁg English-1like inpu£ is a greater ﬁrobleé as parsing
Enmglish is far more difficul@'than parsing Prologs The time
~honored solution in.AI of using a simple minded'parser ard §impfy
asking the user to clarify any recsidual ambhiguity makes the tadk
~less difficult. With the powerful parser generators row
Cavailakle, providing a very rudimentary English-like input

C facility is not an insuperakle ebstaéle if erough memory and

_ processig pqwer'are availakle.

~The akove considerations lead to the conclusion that further work
" in this area would have toc move out of the PC environment toe the

“workstations or to other more powerful computing platforms.



4. BUILDING THE KNOWLEDGE BASE : AN ARMCHAIR CASE STUDY

4.0 The Modo Company . |

A case on variance investigation from a well known hook o
Management Control Systems (Antony, Dearden and Bédford, 1 95d)
was chosern for an armchair case study to demonstrate the building

of a kvowledge rase for cost variance investigation.

The Modo Company tase (see Appendix One) consists mainly of a set
of variance-reportsjcirculated toe the divectors of the Modo
Lompany prior to the kboard meeting. The protagonist in the case

is a director who has to decide what questﬁonﬁ“to ask at the

board meeting.

‘The cése provides vgriance data on divisions lesheled A-to R. The
variances covered are — income, sales, receivables and inventory.
A perusal of the casé reveals some exceptibnél situétions whith
an-Expert System cannot he reasonahly expected to handle. These
 mu5t ke handled manually while providing‘the data to the system-.
fFor example, division J was apparently to he split off from H :

- this year, but this has not happened: The budgeted figures for J

and H must therefore he combined.

dé



4.1 Formulating the Traditional Rules

fraditinnally accountan%s have used a-variéty ﬁf simple rules to
filter out imsignificant variances. The most important of these
ﬁrmles are
1. Examine all vavriances above a specified rupee or.dollar
amountg |
2. Examine all variances which are more tham & specified

percentage of the budget.

This set of rules is very popular, anﬁ appeals to our common
Serse. If can also ke justifieﬁ in terms of statisiicél decision
theory« A variance of‘the first kind is. important hecause the
potential benefit from investig;tiﬁg it is high. A variaﬁcé 6f
the second kind is important because it indicates\a higﬁ

prokability that something is W0y »

;Aﬁother commanlf used set of rqles relate to the use of past
idata. Wften variance for the current month are repnrteﬁ along
‘Wwith variances for the whole hudget period or year to date (YTD).
QInbthis casé, a relatively small monthly variance coupled with a
:significant YTD variance implies that the mdnﬁhly vaciance is
:wortﬁ investigating as it is a continuaﬁion of a bad trené-
;Again, this ruie has a sound statistical foundationw which can ke

ﬁelabarated ivs terms of the CUSUM (cumulative sum) test in control

‘chart theory.
;Thqée two sets of rules (particularly the first set) are often
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apﬁlied mechanically, and only the “significant" variances are
even reported to the senion MaNAgers. Eeer‘<1973§‘ha5‘argued
strongly for the mechanical application of highly sophisticated

statistical rules of the second types he has also reported his

experience with the application of such rules in Allende’s Chile.

Gther ruies aée usually applied subconécicuslylif at all: For
example, managers in a particular compaﬁ; may know that in their
content, & variance in saies,volume is more impartant'than &
variance in production costs ever if both have the same rupee
impact ori fivnal profits. This kind of knowledge is reflecféd in
actual decis{on.makihg mainiy by #he Marnier in whicg variance
aggregation is daone. | |

First of all, it is ﬂeéessary to huild into the ﬁodel Fhe
krowledge corresponding to the cémmbnly nwsed traditional rules

discusseu ahove. The rules involved are reasconakly clear and

straight?orward; the major novelty iz the handling of uncertainty

aridd fuzziﬂéSS- The traditional rule might say +tnat all irncome
variances ahove $50 or akove 10% are to.he inveétigateﬁ} The
Cintention, however, is to investigate large variaﬂces,_and the
limits.specified ahove are only & rough and ready uperatiohal
_definition of largghessr Thé‘rulé as formulated for  the expert
system wauid recognizg that the'concept of large is in fact a

.~ fuzzy onej there is no maﬁii’ﬁumber at which a variance becomes

i
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1. All dellar figures in this chapter and iw appeﬁdices Two and
Three are in thousands; so we are really talking of a limit of
$50,000. ' : .
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large. One might, for example,'be sure that any income variance -
below $25 is small in -ahsolute terms, and anything above $100 is
defiﬁitely large in ahsolute terms. Similarly one may he sure

that S% is definitely small and 20% definitely large in relative

4

“termss Chhe might not he very sure as regards anything in

between. The use of fuzzy logic allows one to retain this
irmexact notion of lérgeness, and iet the expert system reflect
that uncertainty in its infgrence ﬁrocedure- In fuzzy logic, ane
is not forced to classify al{ varianceé as large or not large, |

but is allowed to distinguish several grades of largeness by

attéching a number betweern O and 1, where O represents definitely

not large and 1 represents definitely large. For simplicity, the

ramp shaped furction has been used for this pu%pnse- This is

graphed below for the case of the income variamce ($ amount) 3

L 1 -
=}
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g
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In the input to the expert system, this function is represented

as =



ramp(variance_amount, 25, 100)

which indicates that the ramﬁ Etarts from O at 25 and reaches 1

at 100.

Similar ramps are defined for percent variarnce. The definition

used for income variances 16 ¢
rampl{variance_percent,5,20)

which indicates that a variance of 5% or less is definitely

small, and that a variance exceeding 20% is definitely large.

The usual viotion that a variance,is large if it'is'lérge in

abhsolute amount or iw percent terms would he vepresented in the
, _ N

‘e

expert system by writing 3

rampdvariance_amount 25,100 or rampdvariance_yercent,S,20)

1

Ae explained in 2.2, in fuzzy logic, the logical operator or is

implemented by the arithmetic operatar max- Internally,

thevefore, the system would actually compute

max{ramp{variance_amount,2%, 100, rampl{variance_percent,5,20))

It is naw'pnssihle to formuiate‘the first rule for income
variances; informally, the‘rule states that a variancé must
'certainii be.probed if the variance is large wﬁere the.fuzif
wetiow of largéness ie formalized as akove. -The rule should,’

therefore, hehave as follows * if the variance exceeds %100 or

;
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20%, then the variance must definitely be probeds its ceﬁtéinty
factor is egqual to 100%. If the variance is below s“ﬁ and below
ﬁ%, thewn the rule provides no evidence for proking the variance;
the ;ertainty factor remains at O. Even in this case, the
variance is not "completely disregarded; sdmé othey rule may
provide evidence for proking the.varianca- If the variance is in
neither of these two categories; the certainty factor would be
somewhefe‘between,o and 13 subsequent rules may ther cthange this

value 'in the light of otheir evidence.
The rule as it appears in AppEﬁdix'Two is as follows @
raledio,”
proke(income, Dlv) if .
variance(income,Div Mvar,uvai,ﬁpct Qpct),
Mvar < 0,

. fuzzy(ramp(-Mvar,23,100) or ramp(-Mpct,S5,20)).
",100>. /% large negative monthly variancex/

;The first line identifies the rule as rule no-iO;\fhe last line
states that the certainty factor of the rule (the reliability of
the rule itself) is IOOZ;Ithe text hetween /% and #/ is a
‘comment. The secbnd line says that the income variance of any
givisian - Div — is to be probed if the préﬁises kelow are
éatisfied (in-Prolog, all words heginning with a capital letter
gre variakles; Div is & variable and thé rule can ke applied to
any of the divisions of the Modo company). The very next line
consults the variance data- This data is stored in the predicate
yafiance in.which the first argument is the type of variance

iincome or sales), the second is the name of the division and the

pemaining are the variance figures — Mvar is the monthly variance

=1 = .
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amount, Mpct is the monthly variance percent, Gvar and @Qpct are
the variance amount and percent for‘therquarter-> Variance is
always computed as actual mivus hudget; depending on the nature

of the item, & positive variance may ke favorable or unfavorable.

The next line “Mvar.< ov §£ates that the rule does not apply t6
positive (favorable variances)- The final premise of the rule
uses the definition of Iafge as discussed above, and then uses
.tﬁe predicate fuzzy to convert this numerical value into a
certainty factor- The fuzzy predicate succeeds Qith'a certaﬁnty
facter equal to the numgrical yalue of its argumen%- The
certainty factor cominyg out of the aﬁblicatiOﬁ of the rule is
also equal to this rumerical value hecause the rule has a |
certainty factor of 1. \ |

[y

The above rule dealt with the largéness'of thf monthly variénce;

the nesxt one handles the quarterly variance. The approach
adopted here is that & large quarterly unfavovahle vériance is an
indication that an unfavorahle mownthly variance is to ke

investigated even if it is of anly moderate size. The rule for

this would require a pﬁemise of_the form "monthly variance is at
least moderate AND quarterly variance is large““ After defining

the appropriate ramps, the wrule looks like this :

ruled20,"
prokedincome,Div) if S
variancedl{income,Div Mvar,dvar Mpct, Bpcty,
©fivar < 0, Mvar < 0,.
- Moderate is ramp{-Mvar,10,20) or ramp{—Mpct,3,10),
Large is ramp(—-Gvar,50,200% or ramp{-8pct,5,20),

1}
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'fuzzy(Large and Moderate).
"yE0). /% large quarterly with moderate monthly variancex/

-

This rule is regarded as less struﬁg than'the earlier one and has
a rule certainty factor of only S0%. |

. ) ' :

Fules similar to the akove are used for sales variances andvthe
accounts receivakle and inventory variances. In the-caée of the .
last two, the variance is computed from a "flexible” hudget wﬁich
adjusts for deviations of 5aleé from kudget. In the aksence of
data, it is assuqed tﬁat the budgetary norms for vnumber of days
sales in receivables and for inventory turnover are the same as
the last year’s actuals. Linder this assumption, it is possihle
to construct a flexible budget~f%um the given Qata and compute

the dollar and percent variances from this budget.

B~

4.2 Analytical Rules

This section looks at some analyhkical rules which rely on
management accounting theory.

’
/

Management accounting theory would rreak up an income variance
into se#eral compaonents. Some of these may he the coﬁtribution
logst due to lower sales volume, the variance inicontrihutioﬁ
margin Ldue either to lower unit price realization oarv higher
variakle costs)‘énd variéﬁces in fixed costse. The ménagev might
he more concerned~about saome of these variances tﬁan abéut

others.



!
Data does wnot exist in the case to carry out all this variance

énalysis- A casual look at the data reveals, however, that some
divisions have failed to reach budgéted prcfits-despite‘having
salés well in excess of hudgets; this very cleafly indicatés a
substantial~drop i the contributien margin. Prima facie, this
deservesiiﬁvestigatiqn evern if the income variance itself is not

large-..

This analysis leads to a rule which says that an income variance
is to beviﬁvestigated regardless of its magnitude iflthere is any
evidence for a margin squeeze. Unfertuﬁétely, COntfibution data
is not availakle for the computation of the C/8

\

(econtribution/sales)y ratioc. But one can proceed as follows @

actual income = (budgeted C/8)*(actual sales)
+ (actual C/S - budgeted C/S)*(actual sales)

+ {(variance in fixed costsg)

If the third term is ignored or subsumed along with the second

urder the term "margin variance", one cedv write @

income variance = (budgeted C/8)*%(sales variance)

+ (margin variance).

If sales variance is faverakle, then

income wvariarice
margin variance < O iff < bhudgeted C/8
-~ : sales wvariance

sa



If sales variance is unfavorakle, then

income variance
margin variance < 0 iff » budgeted C/8
sales variarce

The ornly thing in these inequalities that can ﬁe computed from
the given'dafa is the ratic ¢ (inceme variance)/(sales variance)-. .
However, if this rétio has a very low or negative Value,'onevcén
bhe reasonably ;ure that i% is kelow the hudgeted C/8 ratio, and
if it is very high, it is likely that it exceéds the budgetéd C/8

-

ratio- Thi§ leads to the rules @

1. There is a margin squeeze if sales vériance is unfavorakle.
and the ratio {income variance)/(sales varianﬁe} is very
high.

2. Thewé is a margin squeeze if sales wvariance is favorahle
aﬂd”thg ratio (incomé variance)/{(sales variance) is very

low av negative.

The terms verthigh and very low are, of QOQFSe; treatéd as fuzzy
‘cancepts, ard operationalized hy appropriate (amp>functiohs- Thé
rule which says that an incomé variance ‘is to be pfohed it there
is any evidence for a margin sgueeze is given a certainty factﬁr
‘af S0%. The rules are formulaﬁed as follows i

rule(30,"
probe(income ,Divy if
variance(incoeme Div,Delta_yrofit, _,_,_0,
variance(sales,Div,Delta_sales,_,_,_J,
Fatio is pct(Delta_profit,Delta_sales),
margin_squeezelRatio,Delta_salesy.
TLLI000. /% margin squeeze in monthly data %/



ruledlio,”
margin_squeeze(Ratio,Delta_sales) if
Delta_sales > 0O,
fuzzy(ramp(Ratio,o,-30)).
4, 1003 /% incremental sales have not earned
even S% contributiorn */ '

ruale(i1s,"
margin_squeeze{Ratio,Delta_ssles) if
Delta_sales < O,
fuzzy{ramp{Ratio,25,2805). ‘ v
",100) .« /% contribution lost exceeds ZS% of sales drop %/

v
Arother rule which is derived from management accounting theory
is that a»éales variance is more disfurbing if it 1s accompanied
ky a lengthening of the aQerage collection pericd. The

implication in such‘axcase iéfEhat zales are.falling despite the

more likeral credit policy. The rule reguired to deal with this _

ie quite simple

ritle (530,

probe(sales,Div) if
variance(sales,Di%)MvargMpct,_,_),
Mvar < Oy

- we_variance(ar,Div,_,Pct),
fuzzy{ramp(Pct,=,20> and
(ramp{=Mvar,S0,300) or ramp(-Mpct,3,1032).
"yE0Y. /% negative sales vartarnce with lengthening ACP*/

-The working capital variances are stoved in & predicate of the
form we_variance({Item,Division,Amount,Percentd; in this case

monthly and guarierly date are not separately availahle.
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4.3 Overall Divisional Performance

The abkove rules have discussed the decision to prohe individual
variances. An equally interestﬁng question is that of assessing

the overall performance of the division.

The simplest rule would hbe that the division needs to he looked

inte if any of its variances are large. A more refined approach
. \ .

"would recognize that not all variances are equally important. An
inéome yariance is the most impoirtant with sales variance only
slightly less important. The working capital variances a;e much
less important. This éssessmént of relative imparéance is
incorporated in theé certaiﬁty factors of the corrESponding-ruleé
which are listed helow @ | |

rule(i,"” :
probhe(Div) if N
probhe(income,Div). :
",100). /% Probe division if income variance significant#/
ruledl2y "
probe(Div) if
probe(sales,Div).
“,100). /% Probe division if sales variance significant*/

ruled3," -
probe(Divy if _
probedar,Div).
",50). /% Proke division if A/F variance significant#/

ruledd,™
probhe(Div) if
prokedinvy,Div).
" =0%. /% Prohe division if inventory variance significant®/

S7



4.4 Excebtions

Finally, this section gives an illustration of a rule which
handles EHceptidnal-céses- This rule is also exceptional in the
sense of providihg evidence against the hypothesis rather than in

favour of it.

The exception involved ie that of Division € which is apparently
being closed down. In this case, one would expect some
significant variances from budget which are not to Le taken

seriously. The rule is very simple ¢

rule¢1000," -

probel_yc).

, VoL .

M,—80). /% ignore Division c variances (bgiﬂg cibgéd}fi?ﬁ;
It simply says that the evidence for prohing a variance iﬁ
division € is to be ignored by reducing its certajnty factor by
80%; This reduces the certainty faqtor ﬁo Z0% or less which is
bhelow the threshold certainty factor. It still keeps the
variance élive so that stfong variances in various items in
division € could colléctively aﬂd up té a moderate certainty‘
fa;tor for proling the ﬁivision as such. If one were aksolutely.

look at’diviﬁion ¢ at all, one

sure that ome did not want to-
. X

could change the certainty factor of the akove rule to —-100%
which wuuld_completely‘kill.all evidence for proking any
variance. (This effect could, perhaps, he more simply achieved

Ly deleting the data for € from the input data itself).

i



4.5 Performance of the Expert System .

Appendi%‘Three is a log of a sample session with the system; it
gives the output of the system in response to several different
types of queries. In this appendix all text entered by the user

is underlineds; all comments (between /7% and #/) are shown in ’

boldface; everything else is the system’ s response.

‘The session hegins with the guery "brobe(iwcome,_}", i.e., which’
income variances are worth investigating. The system responds’
‘with a 1ist of 7 variances and alsoﬂrepomts that there were two

others whose certainty factofs were negligible (helow the .

threshold value of ZO%>. The system had heen configured (tﬁh6Q

the ;onfigﬁratiun file) to provide only brief tfaces of the/
proofs. This héans thét only the First level justification of
tﬁe coviclusion is pﬁavided; this'justification tonsists of
listing the rules which succeeded, and the computations of the
certainty factors. The certainty factors bf'the rule and of the:
premises are used in conjunction to compute the effective CF
yiefded by the rulé in isolationg this e}fective CF ig used ﬁo

update the old CF to arrive at the cﬁmulative CF so0 far.

The outpﬁt of the system exceedﬁ alscreenful and é qaod deél of
it scrolls out of view. The user, therefore, issues the view
command to view the solutions at leisure, scrolling up and down
as he pleases. Moreover, undeh the view commanﬁ the saolutions

appeai sorted accawdihg to their certainty factors which makes it

=9



easy to see which are the really important ones and which are

only torderlive cases

Having looked at this in detail, the user wants more detailed
jJustifications of some'items- The user recalls that division D’'s
income variance was almost negligible, and is surprised to see &
moderate certéinty factor associated with it. He, therefore,
/igsues the coﬁmand trace all to obtain a detailed trace, and ther
- «

asks the system to justify this conclusion. The system does not
need to perform aﬂy fresh inferencess it éimply justifies its
earlier conclusion in a maﬁe detailed fashion. Now the system

lists each of the premises of the rule, and justifies each.of .

them in turn to as deep a level as necessary.

t

The user is satisfiedAwith-this explanationy if he were not, he
would'probably edit the rulebase and thgp ahalyze the problemi
again- He now turns to another coﬁclﬁsion of the system which
puzzled‘himQ 'ﬁé wanted to know why L’s income variance which
seemed rather ﬁigh to him‘was'ﬁot re&eivihg a certainty factor
~higher than the &3% that the system assigned to it. The command
"refute pirobelincome,1y)" bfiﬁgs.fqrth an explanation of which
other r&les'were tried and why they failed. For each failing

rule, the clause that failed is pinpointed; where necessary the

reasans for the failure is in turn explained.

Satisfied on thiz score, the user moves on to his newt query as

~to whether division O needs to he investigated. The system

&0



concludes yes with a.cértainty fa;tor of 63%. The system Had
éafliéﬁ keeri asked to tr;ce in fulls it, therefore, provides a
bcomplete juétificatiun of.its answers. Rules 1, 3 and 4
corresponding to the ircome, A/F and inventory variances were
invoked. The proof trace shows that the principal reason for
probing the division is its large inventory variance, and th;t
fhe other vahiances make Bﬁly*ﬁmall'tﬂntritutiUhEWtqwaE'dECiSibn'
" to proke the division.
.
Before moving on to the next guestion, the user decides tq
restore brief tracing;_detailed tracing producés voluminous
output wh{ch clutters up the screen. Subsegquent queéries ask for

listing all the salea»yariéntés to be'investigafeq and all the

divisions te he probed.

‘In suhstaﬁtive termns, the system’ s performance appéars to me to
be quite satigfactory- Each‘readef can arrivé at Bis owr
judgmentfon this matter hy-comparing h;s own analysics of the Mode
company case with the output of the system as given in Appen@ix
Threes | |
Move important than the success or failﬁre‘of fhé specifi;
rulebase developedvhere for & specific case is the guestion as to‘
whether the methodology is versatile enough to he extended and
modified to handle real life situations.

Gluestions alsce arise as to the adequacy of thé'user interface in

terms of.

1



1-7Farmu1ation gf rules.

2. Formulation of queries.

. Other commards. E ' | -
4- System recsponse-

These important gquestions are addressed ivn the next chapter.
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S. CONCLUSIONS

1

. ) /
5.0 Performance of the System at Current Stage of Development

The substantive pevrformance of the system in the armchair case

study discussed in the preceding chapter is quite encouraging.:

-

J

The system is able;to integrate rules drawn frém management
&coonnting theory with gtatistical éonsiderations as well as
personal hkeliefs and prefereﬁces of the u#er in & straightforward
marner to yield canclﬁsioﬁs which are intuiti?ely reasonable. Dﬁu
problemé af fhis level of cémplexity and sizé, the system’ s speed
is‘satisfactéry, and it5 Mehoryvr§Qu;hemeﬁtsnarg manageahle.

{

Hovever inm terms of speed and space, the system is close fa;the

limits of what is possihle in the PC envivonment with Turbe
Prolog- It is likely that further work in this area will have to
move out of the PCs to the workstations or to other more powerful

computing platforms.

The log of thé.sample séssion in the previous chapter
démonstrafes fﬁat the system’ e inference capabilities and its
understan&ing of its own knowledge.base aﬁe strong'enough to
ﬁ?ovide reasonakle answers to a variety of questionsi this
illﬁstrateé thé power of the exupert system/ aréificial‘

intelligence methodology-

N\

The system’s Prolog—like user interface is guite acceptakle in

research and classroom settings. This would, however, ke a major

&3



handicap in actual applications-. The system is unable te provide
English—-like answers or to understand English-like queries, let
alaone acceﬁt English—-like rules. The rules, queriés and ahswgrs
&all follow & Prolog-like syntax. Since Pfolog»is essentially the
language of khe First Order Predicate Calculus (FOPC)Y, the
interface is:guite pqwerful and versatile; as I have found toc my
delight, the Prolog-like interface is very‘canveﬁient to the
“trained user - The ypoint.is that this may not be accep£able to
the average user. Havi;g argued at the outset that it is
unrealistic to edpect all managerg'ta learn accounting theory and
statistical theory,-I am not akout to suggest that they should

all learn Prolog instead- A natural language interface, is

extremely important; no amount of menu driven user interfaces and

other devices fashionakle in certain so-called user friéndlY- o

software packages is an adequate substitute for this.

As stated earlier (see 3-8),‘the programmivng effort required for
providing a more English-like output is gquite small; the oniy
difffcufty is that-as enhaﬁcements are made, the system starts
runiing out of memory and hecomes toﬁ slogw. The principal
difficulty in providing & rudimentary English-like input facility
is also one of speed and memory limitatiocns of the PC rather tﬁan'

the programming effort per se..
I doulrt whether it is equally easy to permit rules to he
formulated ivw an English-like syntax, though it may he possible

to have a more Erglieh-like vocabulary. (The system already
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permits the use of the word “if" instead of the Prolog symkol
S Mz-v: this is an example of a vocakhulary change which leaves the
syntax almost unchanged). I am of the opinion that the
formulation of rules will requirve the full power of a formal’
logical langﬁage, and I am not at alibenthusiastic akout trying
to diluﬁe this by pevrmitting an English-like syntax.

1

S.1 Research Issues .
~ r
The current study started out with two main research issues:
1. How can the "knowledge and experience” of the hanagers ke
formalized, generalized and shared within the organization?

Z« How can the theoretical insights.and heuristics suggested

by accounting theory, statistical analysis and mafhemit;
A T "
modeling he integrated with the knowledge of the mahagéfs

as so formalized?

I belieye that the experience with the current system has‘ahawh
that.thé first research problem is'salvabie within the framework
of expert system methodology. A knowledge hase can indagd he
built‘up incrementally to incorporate a éoodideal of béckground |

knowledge scattered throughout the organizatior.

The second reseavch proklem is also partly solvakle. A numhber of
heuristics derived frpm theoretical considevationé can he readily
incorporated in the kwowledge hases. Thée difficulty that remains
is one of integrating statistical theory with the fuszy logic and

certainty factors of the inference system under uncevtainty. The

&5



simple fact of the matter.is that the devices used in these
reasoning systemé do not conform to the classical laws of
pro#ability, and. that the Rayesian system which does 50 conqumA
is impractital in £he curvent context. Though there.haS'been
some research on hybrid random wvariahkles which bésides keeirg
fuzzy are random in khe standard statistical seﬁée, this research

iz not yet readily applicakle to thé proklem of cost variance

*

S

investigation.

As argued in the initial cﬁapter itself,'the proklem of cost. !
variance investigation is-cahceptually a prokhlem in statistical
decision theory. This theory easéntially hqi1s dawp to the
rcumputation of seQeral crmpclex ccnditichal expectationg; but thg__
dgta for such & computation does mot exist. (If the data did-
exist, one shéuld be developing a numerical integration suftware
rather than an expert systemd. Many of the rules in the
knowledge hkase can he thought of as providing some eviderice
relating to this unknown dataj; for example some of the rules
might suggest that the integrand is Iikqiy to he large, or that
the probability dewsity with respect to which one is integrating
ie concentrated iv a cevtain interval. This data.is of-coﬁrse

availakle in the form of fuzzy values or certainty factors and

not in the form of a point esti&ate or a statistical

Jistribution- Is it possikble to make use of this data to compute
" the integrals iﬁvolQed aven éppruximately,.or to make any

inferences akout them of either a statistical o a fuzzy nature?

I am not aware of any theory which makes this possikle. In the




absence of such a theory, one is forced to rely only on & brcaa
qualitative picture ofbthe prohlem to cénvert the fuzzy knowledge
oflthe parameters into certainty factors for the investigate/no-
ihvestigate decision. The difficulty is thaf the decision to
investigate or 1ot depends in a highly nonlinear manner on the
various parameteﬁ§ involved. The rulec employed ky the expert
system are hound to ﬁe gross oversimplifications of the |
theoretically correct ones. Though the system may give
intuitively reasonable gkswers,'dne is left with the fgeling‘that
this is not evough- It is not enough to mimic a so-called
expeﬁt} the real tésk is to surpass hiﬁ by a subsﬁantia}-marginq
In this respect, the expert gystﬁmvmethqdology appeéré_ﬁa e at a

dead endj perhaps real progress'in this area will come from

pureiy statistical approaches to the'préhlem-
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- VIOJO Loiipany”

B August Germain, i director of Mudo Company, received the following
Exhibits 1 }hruogh 4 us purt of the pucket of material sent in advance ™ |
/ / of the April bourd mecting. As I of (S directors, he thought that in

!
ey e ey - . / ,
.

EXHIBIT 1 Operations quhﬂghlo: Net Sales Summary, March ($000)

Current month ' Budget period
ncrease/ inctonse/
(decrease) (decrease)
over budget over budge!
Budget Actual (percent) Division Budget Actusl {percent)
$ 2,550 50% A $ 0345 $10422 26%

1,185 (99) B 3,398 85 (98)
0 0 c 0o 278 0
3274 11 0 0.443 0,508 ®
1,761 an € 4149 . 3,874 M
2,643 (s) F 8,625 9,450 7
6.515 (6) <} 19041 16,684 (12)
600 33 H 2.000 2.012 46
129 * (100) ] 333 0 (w00
] ] K 0 (1] 0
591 (06) L 1.068 1.008 (20)
455 27, (Y] 1,075 1,983 27
a1 28 N 1.712 1,387 1)
4.088 14 o 12035  14.27M 10
3514 @n P 11,6877 7.900 32y
4,241 (46) Q 10,036 7.954 @n
492 13 A 1,401 1.623 15

Nots: Uniavorable variances a/e In patent:.. o8.
Al dofter amounts in thousends,

EXMIBIT 2 Operstilons Highlighta: Division Pretax Income Sumhuq. March (M

‘Budgel  Actual Variance Division Budget Actusl Vanance
$ 4 $ 213 $217 A $ (10) § S02 gs12
(248) - (103) 145 -] (937) (418) 819
0 (21) (2%) c ) (39) (39)
362 357 . (5) D 801 550 {351)
an asi (120) € 060 937 (43)
7?7 . 482 75 F 1244 1.510 208
72 881 - 109 G 1,898 1,620 (78)
82 103 21 H 130 188 sS
13) (] 13 J (41) o 't
‘0 o Y X 1) (] (]
(3n (210) - (73) L (265) (266) m
57 20 (29). ™ a8 0 ")
(n4) (94) (11} N (1R 1] o) (rn)
024 (&Y 12 0 1,440 2414 i
(122) (337) (718) [ 1Y) {rr0) (0%ts)
8z - (612) {674) Q {493) (v.a87)  (974)
0 38 s ] 0 208 208
0 4 4 ] 20 85 39
2607 e ". Division prelax Income (loss) 3717 FTI7T  TI03
fone: Ui ble vert are In parenily
\ “This casc was prepared by R, N. Anthony, Hurvard Business Schoul. \

J b Harvard College
Copytight © by the President and Fellows of
Imud Busiicss School ¢ase 180-060.
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EXHIBIT 3 Operstions Highlights: Trade Accounts Recelvable, March ($000)

Numhor of oays

Salos® n
recnivables °
Last
Last ) ‘ year Actua’
ysar . Budget Actual Variance Drision days -days
$ ©04 s 122 $ 4,309 $(3.587) A 6 Qo
33533 3,051 2,831 420 8 65 58
122 - o - Cc 25 -
3.801 610 4011 (3.401) D k14 %
2,590 3,493 3.457 38 - E 122 m
13.051 13,810 12,634 1,158 F 181 154
1,632 1,675 1877 ~ (@) Hand ) 61 %8
2,113 2.500 2,393 107 K 40 41
8,023 8,474 8,972 {498) (o] 59 6
9,077 9,065 0.282 783 P 69 81
8.316 9,213 6,781 2,432 o 56 [
83682 81 B5167  T(2.554) Total :
12,857 14,634 12.457 2177 G
3B W WEA E 7Y Total
2.08%0 w0y - ’ Discontinued divisions 73 n
R W %ot - Total i) B
*Using net sales lor the most recent 12-month period.

EXINIY. 4 Operations Highlighte: nventoites Bununaites, Mui ot (3160)

_ haivanihnios, yoss “:';:.; ::':m.;,
Last Last yoar m
yoar Budget Actua! Variance Division times tmes

$8857 $9050 $7626 $1424 A 41 51
5,108 3,412 3.423 {1 (] 37 a8
D 7 4 IS - 0 - c 2.4 -

- 8,608 9.202 8,133 1.569 D 3.9 48
1,440 1612 1,427 185 . € " 5.4 so
6,905 7,091 6,480 611 F 43 46

503 750 889 (1239) H 10.8 125
3,031 2,350 3,433 (1,083) L 6.3 62
9,593 12,2680 12,241 39 o] $2 43

14173 14,010 15,419 (1.409) P 34 32

11,972 8,540 9,250 {7 09 Q 45 58

e [} ) Total
14,288 14,018 16,013 I\ 997 International

6597  TB2e8i3 843 !]’—521"1 Total
3,908 - e - Discontinued divisions 45 a7

$90,50% $02,813 $84,304 Totad 43 45

—_— ———R p—"_ 3 L —— ==

'm'umuummﬂmm.

.

—

falrness 1o the others, he should ask not more than three qucshons
about these data.

Question
What questions should he ask?
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APPENDIX TWO

. SAMPLE RULEBASE FOR MODO COMPANY CASE

/% vules for investigating a division %/

ruledl, _
prohe(Div) if P
probedincome, DlV)-
"a100). /% Prcbe divigiern if income variance 51gﬁ1f1cant*/
ruleda2,"

probe(Div) if
probe(sales,Div). .
41005« /% Proke division if sales variance significantx*/

ruled3,"
probe(Div) if
probedar,Div) .. - : »
",E50). /¥ Prohke division if A/F variance significant®/
ruledd,” ‘
probe(Div) 1f )
probedinvy,Divy. : : )
"aS0). /% Prohe division if inventory variance significant#*/.

/¥rules for investigating income variances */

rueledl0,
prabe(;ncome Div) if
variance(income,Div Hvar{Qvar Mpct,Gpct)y,
Mvar < 0,
szzyéramp{wMVdi,LJ,luﬂ; ar ramp-Mpct S,Z0)7.
o ",100). /% large negative monthly variancex/

rule(zZO,"

prokel{indome,Div) if )
variance(income,Div,Mvar,@var,Mpct,Opct),
Rvar < 0O, Mvar < 0, )
Moderate is rampl{-Mvar,10,50) or ramp(-Mpct,I,10),
Large is ramp{—Gvar,20,200) or ramp{-Gpct,S,20),
fuzzy(Large and Moderate). - '

"L,E0). /% large gquarterly with mederate monthly variances/

rule(30,
probeilncame,blv) if .
variance(income Dzv,Delta_pruflt _s_x_7s
variance{sales D:v,Delta_sales,_ ey
Fatio is pct{Delta_profit,Delta“sales),
margin_sgueeze(Fatio,Delta_sales).
",100). /¥ margin squeexe in monthly data #/

ruledg," _
probedivncome,Div) if
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variance{income,Div,_,Delta_profit,_,_7,
variance(sales,Div,_,Delta_sales,_,_J,
Fatio is pct(Delta_profit,Delta_sales), .
margin_squeeze(Ratio,Delta_sales).
",30)- /% margin squeeze in goarterly data */

’
/% margin squeeze used: in income variance rules #/

ruledi1o,”
ma)gln_squeezecﬁafia,Delta_Eales} if
. Delta_sales » O .
- fuz ZY(Iamp(EétlD,J, F0Y) . :
,100%. /% incremental sales have not earned
‘even S% contribution %/

ruleClis,” ' . :
ma\glu squeeze(Fatio, Delta _sales) if
Delta_sales < 0O,
fuzzy(ramp(ﬁatio,ﬂﬁ,RU})- :
",100%. /¥ contribution lost excceds qu of sales drop */ .

/% rules for sales variarnces #/ |
rle(TI0,
probe(sales,Divy if :
" variance(sales,Div,Mvar,Gvar,Mpct,2pct),
Mvar < O,
furzsy(ramp (~Mvar 100,600 or ramp(-Mpct,3,203>.
"41003. . /% large negetive monthly variance %/

rule(Sz0,"

¢ proke(sales,Div)y if /
variance(sales,Div, Mvau,ﬂvax,Mpct Wpcts,
Mvar 4« O, &var < 0,
Moderate is ramp(—nvar,go 300) or ramp(-Mpct,o,lo),
Large is ramp{—Gvar,200,1200) or ramp(—Gpct,T,20),
fuzﬁy(Muderate and Ldtgh)-_

"aTDy. /% large guarterly wlth moderate monthly varlance *i

rule(S3S0,

probe(sales,Div)y if
variance{sales,Div,Mvar Mpct
Mvar < 0,
S wWe varlance<az,01v, sPct),
fuzzy(ramp(Pct,5,20> and

- {ramp(-Mvar,50,300) or ramp(-Mpct,3,1020).
",T0). /% negative sales variance with lengthening ACP*/

5_.5_.)5

/¥yvules for receivahle variarnces */ N

rule(&10,"
prokbedar Div)y if



wc_variance(ar,Div,Amt,Pct),
fuzzy(ramp(Amt, 150,1000) or ramp(Pct,S,20)).
Y,100). /% large variance */ ,

/*rules for inventory variances #*/
rule(710," -
probedinvy,Div) if
wc_variance{invy,Div,Amt,Pct),
fuzzy(ramp(Amt,150,1000) or ramp(Pct,S,20)).
"y10Q). /¥ large variance %/

rule 1000,
proke{_,c).

Ma—B0). /¥ 1gnoxe Division 'c variances (heing closed) %/ *3

. Qquestion(i00,"
variance(Item, D1v,Mvar Bvar Mpct pct)y if
‘round(Item), bound(Div),
write(’Data for ‘), write(Div),
write(’ not availakle’ d),ynl,
write(’ Enter Mvar ‘),read(Mvard, nl
write(’ Enter Mpct 3 dyread(Mpctd, nl,
writed’ Enter Gvar =",1ead(ﬂva1) ril,
write{’ Enter fpct i’ J,read(Bpctd,nl. .
Y,100). /% ask user in ctase data does not exist %/
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APPENDIX THREE
LOG OF SAMPLE SESSION

ng the Fulebhase Listed in Appendix Two)

Goal: probedincome,

/#Which income variances should we probe?%/

probe(income,e).

Rule #10 CFs ¢
Fule #30 CFs ¢

probel{income,1) .

Fule #10 CFe =

prubegxncome m)
Fule #10 CFs
Rule #20 CFs
Fule #30 CFs
Fule -#40 CFs

probedincome 40
FRule. #10 C(CFs¢
Fule #20 CFs

asohe(income,QN
Fule #10 ~CFs
Rule -#20  CFs
'Fulg #30 CFs
Fule #40 CFs

probedincome,d)
Rule #30 CFs :
Fule #40 CFsg ¢

prokedincome 1l
Fule #30 CFs
Fule #d40 CFs ¢

7 Solutions
There were &also

oy e ey

~ Cevtainty Factor 100%
Rule=100% Prem=100% Effv=100% Cum=100%
Fule=100% Prem=2%% Effv=29% Cum=100%

Certainty Factor 6&4%
Fule =100% Prem=64% Effv-ed% Cum=6d%

» Certainty Factor 100% .
Fule=100% Prem=100% Effv=100% Cum=100%
Rule=20% Prem=100% Effv=50% Cum=100%
Rule=100% Prem=89% Effv=33% Cum=100%
Rule=50% Prem=100% Effv=50% Cum=100%

- Certainty Factor 1007v
Fule=100% Prem=100% Effv=100% Cum—lOO%
Fule=Z0% Prem=100% Effv=50% Cum=100%

« Certainty Factor 100%

Eule=100% Prem=100% Effv=100% Cum=100%
Rule=30% Prem=100% Effv=50% Cum=100%
Rule=100% Prem=15% Effv=15% Cum=100%
Fule=%20% Pre@=20% Effv=10% Cum=100%

.« Certainty Factor 3I0%
Rule=100% Prem=17% Effv=17% Cum=17%
Fule=5S0% Prem=31% Effv=1&% Cum=30%

. Certainty Factor A0%

Fule=100% Prem=I7% Effv=37% Cum=3I7%
Fule=50% Prem=2% Effv=5% Cum=d40%

Z sclytimns with Cf_i cutaff of 20



Goal: <EBCx

Command:

prokedincome, ome,e).

CFs
CFs

Fule #10
Fule #30

prokelincome,my .

Fule #10 CFs
Eule #20 (CFe =
Fule #30 CFs @
Rule #40 CFs &

. probedincome,p).
Rule #10 CFs
‘Fule #20 CFs

prohe{income g

Fule #10 CFs =
Fule #20 CFs
Fule #30 CFs :
Fule #4140 CFs ¢

prokedincome 1) .
Fule #10 CFs

rche(income,n) -
Rule #30 C(Fs =
Fule #40 CFs 3
nrohe(1ncome,d)ﬁ
Rule #30 CFs
Rule #40 CFs

probel{income,c).

Rule #10  CFs :
Rule #20 CFs
Fule #30 C(CFs i
Rule #40. CFs ¢
NEGATIVE Rule #1
prohelincome,o) -

Fule #30 CFs

- Rule=

view /#Sort according to certainty ractors#®/

Certainty Factor 100%
100% Effv=100% Qum=100%
29% Effv=29% Cum=100%

Fuile=100% Prem=
Fule=100% Prem=

Certainty Factor 100%
FEule=100% Prem=100% Effv=100% Cum=100%
Fule=50% Prem=100% Effv~qﬂ% Cum=100%
Fule=100% Prem=83% ETFfv=29% Cum=100%
Fule=S0% Prem=100% Effv= qU% Cum=100%

Certainty Factor 100%
Rule=100% Prem=100% Effv=100% Cum=100%
Fule=50% Prem=100% Effv=50% Cum=100%
Certainty Factor 100%
Eule=100% Prem=100% Effv=100% Cum=100%
Rule=50% Prem=100% Effv=50% Cum=100%
Fule=100% Prem=1%% Effv=15% Cum=100%
Eule=50% Prem=20% Effv=10% Cum= 100%

Certaznty Factar 6a%
Fule=100% PremnAd% Effv-&d% Cum—&d%

J0%
Effv=37% Cum=37%
% Cum=40%l

Certainty Factor
FRule=100% Prem=37%
Rule=30% Prem=9%% Effv=3

«Certainty Factor 30%
Rule=100% Prem=17% Effv=17%
Rule=50% Prem=31% Effv=1&%

Cum=17%
Cum=30%

Certainty Factor 20%
Rule=100% Prem=100% Effv=100% Cum=100%
S0% Prem=100% Effv=580% Cum=100%
Rule=100% Prem=100% Effv=100% Cum=100%
Rule=S%0% Prem=%d4¥% Effv=27% Cum=100%
O00 CFs Fule=-30%

Ceﬁtainty Factor 2%
Fule=100% Prem=3% Effv=3% Cum=%%
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Goal: <ESC>

Command: tré&e all

/% We ask for a full trace before issuing next '‘command #*#/
Goal: <ESC> :

Command: justify(prokelincome,d))
/% Since D’s variance is so small we are surpr:sed by the
high certainty factor and ask for a full justification »/
*¥¥% Justification of probedincome,d) *¥xxx
Fule #30 C(CFg : Ru1e=100% Prem=17% Effv=17% Cum=17%
Premisgses 3 a '
variance(income, d, -5,-351,-1,-39
var1ance(sales.d,a&d,-@dﬁ,il,-?)
~1 is pob(~S,362> '
pct(-5,3ez2) = ~f
margin_squeeze(-1,3&2) '
Fule #1100 CFs ¢ Rule=100% Prem=17% Effv=17% Cum=17%
Premises : ' :
F62 0
fuzzy(ramp(-1,5, SO})
ramp(-1,%,-30) = 17
Fule #40 (CFs @ Rule=50% #rem=11% Effv*lé% Cum=30%
Premises @
Variance{income,d,~5,-aul,-1,—q9)
variance(sales,d,362,-3d5,11,-9)
42 is pct(—-351,-54%5) '
pct(—-351,-245) = 42
margin_squeeze(d2,-845) |
Fule #1155  CFs ¢ Rule=100% Prem=31% Effv=31% Cum=31%
Premises @ . -

+

345 < 0
fuzzy{ramp(d4z,25,205)
ramp(dz 25,807 = 31
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Goal: <ESC>

Commarid? refute(grobeglncame 1) ‘
/% We expect a higher certélnty factor for L’s income
variance and want to know why the other rules failed %/
xxxk Failures of probeCircome,l) %xxxx
prokelincome,1l)y succeeded with Cf = &4%
BUT FCILLCMING FULES FAILED
Fule #20 failed. Failing Clause ¢
fuz y(Large and Moderate)
i.e. fuzzy(Q and 100)
- Failure of fuzzy(Q and 100)
Reason ¢ SUCCEEDED WITH ZERGO CF
: 0 and 100 = O
Fule #30 failed. Fallxng Clause ¢
margin_, sqneege(Fatlo,Delta sales)
i.e. margin_ sqnee_e(iq -330)
Failure of margin_sgueeze(l?, ~o90) o .
‘Reason : ALL RULES FAILED
s - Rule #110 failed. Failing Clause
: Delta_sales > O
i« =390 > 0 :
Failure of =390 > 0
'Reason ¢ PREDICATE FAILED
Fule #1155 failed. Failing’ Clause
fuzz y(ramp(Fatzo,‘u,mn)}
i.e. fuzzy(ramp(l%,25,20))
‘Failure of fuzzy(ramp(l9,25,20%)
Keason ¢ SUCCEEDED WITH ZERLD CF
Cramp(19,25,20) = 0O
Rule #40 failed. ‘Failing Clause :
margin_squeeze(Ratio,Delta_sales)
i.-e. margin_sgueeze(d,- HQ}
Failure of margin_sgqueeze(0,-393)
- Reason ¢ ALL RLLES FAILED ,
' FRule #1100 failed. Failing Clause ¢
"Deélta_sales » O o
ivee =392 > 0O
Failuwre of ~392 > O
FReason ¢ PREDICATE FAILED
Fule #11% failed. Failirng Clause ¢
fuzzy(ramp(Ratio,2%,80))
iee.. fuzzy{rampl{0,25,20))
. Failure of fuzzy(ramp (025,200 )
\ FReason CSUCCEEDED WITH ZERD CF
ramp(ﬂ,‘ RS0y = 0 -

)
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Goal: probe(o).
_ /% Should division O be probed ? #/
prokedo). Certainty Factor &€5%
Fule #1 CFs .2 Rule=100% Prem=9% Effv=3% Cum=9%
Premises * - '
proke(inceme,o0) :
Fule #30 CFg * Rule=100% Prem=%% Effv=7% Cum=9%
Premises ¢ :
variance(income,0,12,97%,2,62)
variance(sales,0,&39,17d42,14,10)
2 is pet(12,689)
petdiz,pB89) = 2
margin_squeeze(2&8%9)
Rule #1100 CFs : Rule=100% Prem=9% Effv=9% Cum=9%
Premises ¢
&3 > 0,
fuzzy(ramp(2,5,-30))
ramp(2\5,-30) = 9 _
Rule #3 CFs ¢ Rule=S50% Prem=dée¥% Effv=23% Cum=30%
Premises - :
‘probelar,os) .
Rule #610 CFs : Rule=100% Prem=dé&% Effv=ded Cum=déi
Premises ¢ L
wc_variance(ar,0,538,7) : ‘
fuzzy(ramp(S33, 150,1000) or Yamp{7,5,20))
ramp (538,150, 1000) or ramp(7,5,20) = d&
ramp(S32, 150,1000) = d4& - ‘
ramp(7,5,20) = 13 ' .
Rule #4 CFs : Rule=350% Prem=100% Effv=T0% Cum=65%
Premicses ¢ - \
probefinvy,0) ,
Rule #710 CFs @ Rule=100% Prem=100% Effv=100% Cum=100%
Premises ¢ -
we_variance(invy,o0,2203,21)
fuzzy (ramp(2203,150,1000) or rgmp{2l,5,202)
ramp( 2203,150,1000) or ramp(21,3,20) = 100
ramp(2203,150,1000) = 100
ramp(21,5,205 = 100

True.



Goal: <ESCH>

Cummand trace(l) /% Ask for brzef proof traces only */
Goal? probe(sales, )

/*Which sales variances should we probe?%/
probhe({sales,b>. Certainty Factor 100¥%
Rule #5510 CFs 3 FRule=100% Prem=100% Effv= -100% Cum=100%
Fule #520 CFs @ Rule=50% Prem=100% Effv=50% Cum=100%

prokbe(sales,e). Certainty Factor 91%

Fule #3210 CFs -Rule=100% Prem=30% Effv=80% Cum=20%
Rule #520 CFs t Rule=S0% Prem=13% Effv=7% Cum=31%
Fule #S30 CFs & Rule=S0% Prem=100% Effv=50% Cum=71%

s °% g

probe(sales,yd. Cegtainty Factor =B2% .
Fule #5140  CFe Fule=100% Prem=&3% Effv=&63% Cum»&;? _
Fule #qéO CFs Rule=50% Puem 100% Effv=00% Cum=32Z%

prabe{sales,l) Certainty Factor 100%
Fiule” #qIO CFs Rule=100% Prem=100% Effv=100% Cum=100%
Rule #520 CFs Eule=qn% Prem 100% Effv=00% Cum=1Q0%

probe{éales,p)Qi'Certa1nty Factar 100% ,
Fule #5510 CFs t Rule=100% Prem=100% Effv=100%. Cum—lOO%
Fule #3520 CFs Rule=S0% Prem=100% Effv=S0% Cum—lOO%

probeisales,qd. Certainty Factor 100%
Rule #3510 CFs : Rule=100% Prem=100% Effv=100% Cum—IOO%
Fule #3520 CFs & Rule=T0% Prem=100% Eftv=50% Cum=100%

"

& Solutions ) » ,
There was also 1 solution with Cf £ cutoff of 20
G_o al: <SEBCH .

~!
. J:'



Command: view

probhe(sales, k).
Fule #3510 CFs
Fuule #3520 CFs

probe(sales,1).
Friule #5510 CFs
Fule #2320 CFe

probe@sales,ﬁ)g
Fule #5510 CFs
Fule #5320 CFs

proke(sales, gy,
Fule #Z10 (CFs
Fule #Z20 CFs

probe(sales,e).
Fule #510 CFs
Fule #3520 CFs
Fule #5530 CFs

probedsales,g).
Fule #2210 CFs
- Rule #520 CFs

pf&ﬁe(sales,f)-
Fule #3510 Cfs

/#Soert according to certainty factdrs*l

Certainty Factor 100%
Fule=100% Prem=100% EFffv=100% Cum=100%
Fule=S0% Prem=100% Effv=S0% Cum=100%

Certainty Factor 100%
Fule=100% Prem=100% Effv=100% Cum=100%
Fule=%50% Prem=100% Effv=50% Cum=100%

Certainty Factor 100%
Fule=1Q0% Prem=190% Effv=100% Cum=100%
Fule=50% Prem=100% Effv=50% Cum=100%

Certainty Factor 100%
Fule=100% Prem=100% Effv=100% Cum=100%
Pule=30% Pren=100% Effv=50% Cum=100%

Certainty Factor 21%

Fule=100% Prem=20% Effv=30% Cum=2Ci%
Fule=S0% Prem=13% Effv=7% Cum=31%
Rule=50% Prem=100% Effv=00% Cum=31%

Certainty Factor €2%

Fule=100% Prem=&3% Effv=63% Cum=&¢3%
Fule=S0% Prem=100% Effv=S50% Cum=22%

Certainty Factor 10%
Rule=100% Prem=10% Effv=70% Cum=10%



. , . ‘
Goal: probe( > /#Which divisions should we probe?%/

v
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system response deleted
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Goal: <ESC>»

- Command: view /#Sort according to certainty factors#/
prohe(e). Certainty Factor 100%

Fule #1° CFs ! REule=100% Prem=100% Effv=100% Cum=100%
Fule $2 CFs @ Fule=100% Prem=91% Effv=%1% Cum=100%
Fule #3 CFs ¢ Rule=50% Prem=100% Effv=50% Cum=100%
Rule #4 CFs @ Rule=S0% Prem=13% Effv=7% Cum=100% . . -

prokell). Certainty Factor 100% _
Rule #1 CFs : Rule=100% Prem=6d% Effv=6d4% Cum=&d%
"Rule #2 CFs : Rule=100% Prem=100% Effv=100% Cum=100%

probe(md. Certainty Factor 100%
‘ Rule #1 CF5 ! Fule=100% Prem=100% Effv=100% Cum=100%

plobe(p}- Certainty Factor 100%

- Rule #1_ CFs : Rule=100% Pt$m=1004 Effv=100% Cum=100%
Fule #Z CF5 E 3 Rulo#i@ﬂz Pregm=100% ETfv=100% Cum=100%
Fule #4 CFs ¢ Rule S0% Premzéix Effv=d6% Cum=100%

~ probedg). Certainty Factor 100%

afule #1 CFs @ Rule=100% Prem=100% Effv=100% Cum=100%
‘Rule #2 Cfs & Rule=100% Prem=100% Effv=100% Cum=100%
probe(b). Certainty Factor 100% » '

Rule #2Z CFs ' Rule=100% Prem=100% Effv=100% Cum=100%

probe(g). Certainty Factor 22%
Rule #2 CFs ¥ Rule=100% Prem=22% Effv=8ZX Cum=22%

“prohecor. - Cexta1nty Factor £S5
Rule #1 CKS‘= Rule=100% Prem=3% Effv=9% Cum=9%
‘Rule #3 CFs Rulgzsook Prem=déh Effv=Z3% Cum=3I0%
Rule #d 'CF s Rulemuox P E YO = SO %  CUM=E5%
Catiloguy |
probeda). Cﬁrta;nty Factor SO%Javosesy
Rule #3 CFs ¢ Rale=S0% PO rEfdvESO% Cum=S0%

N 9315!

probe(n)y. Certainty Factor 40%
- Rule#1.  CFs @ Rule=100% Prem=d0RVERfY=dOX Cum=40%
: U amwaran Wamw !
probhe(dr. Certa nty Factos: Sy {
Fule #1 CFs : RO “1ﬁﬂ?”?remm35%.Effv-qux Cum=30%

probkeccr. Certainty Factor ZO% . _
Rule #1 (CFs @ Fule=100% Prem=20% Effv=20% Cum=20%

probe(fy. Certainty Factor 10% :
Fule #2 CFs ¢ Fule=100% Prem=10% Effv=10% Cum=10%



