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A new proof of the maximum principle is astablished

in this pepar, for the simplest problem in optimal control

theory.



The simpl:zst optimnel contrel probl .. is one of selecting

a piecewise continuous control function u(t), t € ,.< ¢
)
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1' o

t
1
max §  flt, x(t), ult)ldt (1)
t
o L)
subject to x'(t) = g(t, x(t), u(t)), (2)
tor by x(t ) = & fixed; x(t1) free (3)

Here f and g are assumed to be known and continuously
differentiable functions of three independent arguments, none

of which is a derivative.

1t has been proved in the litersature on optional control
that if the fPunctions u*(t), x*(t) maximize (1), subject te (2)
and (3}, then there is a continuously differentiables function

»>
(t) such that u*, x*, A simultaneously satisfy the stats

8quation

xt(t) = olt, x(t), u(t)), x(t ) = xo (4)

the multiplier equation

2EE) = =[r (&0 x(E)yu(tde A (£)g (egx{8) u(2)) ] ALe D=0 (5)

and the gptionality congition
&
Pty x(t)y u(e) + A (8) g (t, x(t), ult)) =0 (6)
for ¢ Lt< t,e The multiplicr equation (5) is also known as

the costzte, anxilliary, adjpint, or influence aquation.



The device for rs .. bering or gencrating these conditions
(similar to solving a non=linear programning problen by forming

tie Lagranoian, differentizting, gtce) is the Hamiltonian

H(t' X(t)s U(t)’ A(t) = f(t’xlu) + Ag(t,x,u) (7)
how, :
’%-% = D generates {6) :%{:—: fu + g, = 0 (6')
- %-H; = 2“genarates(5) : A" (t)= ':-l}-= -(fx+ ﬂgx); (51
%—:— = x' recovers (4) & x' = %‘E" = q (a*)

1n addition, we have x(to) = x and )\(t1) = 0, At each
Ly u 5:3 a stationary point of the Hamiltonian for the given
values of x and A s One can find u as a function of x and
% from (6} and substitute into (5) and (4} to get = system

of two differentisl squstions in x and ’A .

For a maximization problem, it is also nacessary that
>
u*(t) maximize H(t, x*(t), uy, A (t)) with respect to 'u'.
(Ses Kanisn and Schwartz(1981) page 147). In this paper

wa provide a nsw proof of this statement.



Theoran:- Given the optional controcl problem (1), (2) amd {3}, a solution
u*(t),x*{t) satisfiec (4),(5),(6) for some contiruwously giffer=
antiable A * and in addition u*(t) maximizes H{L ,x*(t) uy N*(t))

with respect to J.

t t t
! 1 1
Proof t= § Flt,x*(t),u*(t))dt = ( Ptyx*(t) u*(t))dt + S;\*(t) [g(t,x'(t).u*(t))
| -x*' (t)| dt
t Ct t * ]
[ [s] (=]

Suggests that the maximization of the le€t hand side subject to
the constraints (2} and (3) is tantamount to the maximization of

the right hand side subject to the constraints {2) and (3).

Let x*(t) be given. Then

t t t

1 1 1

{ r(t,x*{t),ut))dt = ( P{t,x*(t),ul{t)}dt +5A(t)g(t.x*(t)m'(t))dt
t t t

o [»] t1 o

- sq(t)x"(t)dt

t
o
i
= § [riearit)u(t))s A (t)glt,x*(t),ult)) T 4t
t t

1
= Alt)x* (t)at

t
o
whesnover the constraint (3) holds. Subject to the constrant (3),
the moximization of the left hand integral with a suitatle chioice

of u(t) is equivalant to maximizing the first intsgral on the



right hand side again uwith a suitable choice of u(t), provided A (t)

is given. Assumc },(t1) =0 for all A o

For evary A (t) {a continuously diffarentiable function) essociate

the piecswise continuous control u,\(t) which maximizes,
r

t

§ [ rltyxe(t),ult))+ A (t)alt,x*(t),u(t))]) ot

Note the controller so chosan dapands on A o Now, choose that A
which satisfies the constraint wit' equality. Such a A exists.
Infact ) = 2 (ie. the multiplisr function which satisfies

x*'(t) = oglt,x*(t),u_(t)), x(to)———xn

s

will doe

Since what has been wr.tten above is a simple calculus of varia=-
tions preblasn in u, with x* and A now known, a NeCessSary condiw
tion is that the familisr Euler equation be satisfiad. This

implies that

P (tyx*(t), u_(£)) + & (t)g (tyx*(t), u(t)) =0 (8)
u x u o)

1t remains to verify that N{(t) and u_(t) sstisfies the familiar
A

costate equation. Howsver, obssrving that x*(t), A(t) and u_(t)

Fl

are also the solution of (1) subject to (2) and (3), and



substituting {B) into the equation of first variation of the
optional control probles ieo

t
1

0 = { {(fx+;\gx+A')ya+(fu+ Agu)h} dt

1

implies X asatisfies the costata equation and is egual to } * by
unigueness of solution. #here h is the porturbstion in the control,
Ya is the first derivative of the associated perturbation in the

state variable (Ses Kamien and Schwartz(1981) page 115)

So u_(t) = u.\*(t.) = u*(t) by our choice of notation.
;\ r

Hence u*{t) maximizes,

i

f H{t,x*(t),ult), A®(t))ct

t
=]

Supposa for some t ¢ (tu, t1), there was a u(t) such that

H(E, x*(E), ulE) *(£)) s H(E,x*(t), u*(E), A%(¥))

By continuity this will be true on an € neighbourhcod of t

Redefine, U as follows:

a(t) =u(t) for t eft b, ), t g[T-€, t+ €]

= u(t) for t & [ t- g,t+ €]



Qlearly,

b4

¢

[ HEax(e),0(e)y A% (e))gt 5 g

t

which is a contradiction.

This proves the theorem.

t
o

H(t,x*(t),u*(t), 7 *(t))at



Arpendixs=

— X . — —
Here we stoo that £ +,\gu = 0 inclice A = --f'x - on'

¢
1 -
Lot 2 = } Flt,v,ujot ~nc let x D2 onooptitos sclution,
t

Let v{a,t, = ¥ (t)+an{t), t€ [to,t;\ . h{to) = 0 b is
contineeoesly differentieble.
Le: ufa,t) bz such trat

-g-— y(a,t) = g{t,x(?,t),u{?,t))

and ||u(a,t)-u’(t) " = inf. { “u-u'(t)l' E% y(a,t)=9(t,x(r,t),ui}

ul=2,t) exists # t » o, by the compactness of U and continuity of 'g'.
1t is continsous in 't' as well.

t1 ‘
Let J(a) = 5 fltyyle,tiyula,stjsot

tt"

1 -_
J{f{t ,y(a,t},u(a,tj}i— A(t, 'i'sa!t)""-(t:’((d stz ’U(ost3
t
)

1
=,( {f(t-yia,thu\c,-) + )\(tig(t.X(a.t)-UKa.t/} gt
t
o t1

t
A (tiy(a,t) \ + J-X'\t}y(r.,t)dt
t t

{f{t.y(a,t),U(a.t))+)-\-(t)9(t .X(a,t),U(e,t))+—5\’(t)y(a,»)}

o]

J'{o} = o impliss



b

] =[[{f‘x(t,x. ,U(D’t))"' X(t)gx(t,x' ,U(D,t}q- ;{t;} h(t)
t

9]
+ {fu ...xgu} s)-; u(o,t)‘] dt
%1
0 -.-.f {fx+)Tgx+ X’}h{t)dt # h with h(t ) = o, h

continuously differentiabla.
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