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ABSTRACT

Wwe consider axiomatic models of bargaining defined over a domain
of problems containing different numbers of agents, dgina a
concept called restricted monotonicity with respect o? changes

in the number of agents, and show that a soluticn due to Lahird
(1988), which satisfies monotonicity with respact to‘the di 8-
agreement point, meets the aforementioned requirement., Finally,
wo coneider a class of solutions which are defined with respact

to a reference point (concept due to Thomson (1981));and show that

this class satisfies our axiom of restricted monotonicity.



Introduction;:- Thetre is an infinite populati n I of agents, indexed

by the positivs integars. Arbitraiy finite Subsets of I may be con-
fronted by a problem. The family of thes« sub'sets is denotad .
=P
Given PG(P ’ L is the class of problems that the group P may
g
ccnceivably face., Each (5,d) é‘Z is an ordered pair where 5 is a
subset cf 'IRp+, the non-negativa porticn of the tpi—dimnnsmnal
Euclidean space with coordinates indexed oy thé members of P, and
d€&S. Each point of S repraesents thae von Neuménn—!ﬂargenstern
utilities achievable by the members of P thro gh some joint action.
It is astumed that
t. S is a compact subset cf IRp+ containing at least one strictly
positive vector;
2, S is canwvex;
3. & is comprehencive (i.e., if X,v€ IRp+, X¢& 8, and x2y, then
Ye 5). |
We in addition sometimes invoke theg assumpt icn 't.hat

4 ddo

(Given x, y € Iﬂp, x_._}. Y means that xi;z_

that x 2 y and X ¥ y; x>y means that x1> Yy for all ic¢ p),

Ys for all i€ p; X > y means

Compectness of 5 1s a technical assumption, made for cecrwenience.
Reguiring that SSIRp+ implies that an appronrfate choice of s Zaro
of the utilities has been made. As: uming that S contains strictly
nositive vector ensures that all agents are nontrivially irvolved in
the bargaining. Convexity of S holds in particular if agents can
randomize jointly, since utilities are von Neumann—-Morgenstern
utilities, but this prnﬁsrty of S mgy hold even in situations where
randomization is Anot permitted. Similarly, cuupreharuf:ivenaas holds

in particular if, but not only if, util ties are freely disposable,



[l
N
We wiitl also consider the domain Z of prcbl_ems tatisfying the

following condition in addition to conditioms 1 to 3%

5. IfF x,y £ S and x 2y, then there exists 2 & 5 with zZ5 Y.

Then, the undominated boundary of S contains no segment para.letl
P

to s coordin:zte subspace. Note that any slement of 2{ can be

approximated in the Ha'i!adarff topology by & Sequence of elements

of Y . Finally, we set

, ¥ Lol 57
YeUZF  aw 2= U2
Ped? ve o’
In the traditional formulaticn of the bargainipg problem, it is
typically assumtd that a fixed nunber of agente are invalyed,

Wwhat has bren presented above iz a framework {originally duas to

Thomsan {1982)) in which the bargaining problem with a variable

nopulation can be analysed, !

F PR o
A soluticn 1s s function F z}g&’z "’Q\giﬁhsuch that for sach P
?

—
and to each {S,d}¢ Z s 8 unigue point F {S,d) & S i5 associated,

Monortopiclty: Wa First intreduces some notaticon, Given P in dP

and ‘1 sseves Ty Kk in IRp, GCh{’H "...'.'xk} is the corwex and

comprehencive hull of these k points, that is, the smallest corwex

and comprehansive subset of 1 containing them. Also, ap is the
vector in 1R® whose coordinates are all ggual to one. Given { in P,
8¢ is the ith unit vectrr., Given P, § in &Nith PZQ, vy, & point of
IRQ, and ¥, a subset of IHQ, yp and Tb designate the projections on
IRD of y end T, respactivaely.

We will try to formally pose the question, whether it {6 possiblae for

a solution tou assign greater wtility to an agant initially present,

after thae departure of some apents with sgually valid claims on the



fixed resources, than the utility he had been aesigned origqinally.
The standard economic problem motivating this kind of analysis is
that of dividing fairly a bundle of goods among a group of agents.
The number of agents irwclved in the dividion is allowed to vary

while the resounces at their disposal remain fixed.

The following axiom proposed by Thomson (1982,1983) relates solution

outcomes across cardinalities.

Monotonicity with respect to changes in the number of agents (MON)s

For all P, QG(P with Pc 9, for all (T,d)thif‘ 5 =§_x‘e T/x_ >d }
QsP= "Q.pjp
then F (s,up)g rp(r).
We view tris assumption as being worded extremely liberally in that it
1s assumed that the possibilitias open to P in the absence of QP
includa§ all the possibilities available to P in the pr;sence of .Q~ P.
It is our feeling that it is somewhat more natural tﬁ view the situation
from a different perspective. In the absence of Q~P, P {8 more likely
to be restricted to cnly those possibilities which are consistent with
‘the disagreegment payoff vector of Q~P. In a way we view J as the
original combine. UWhen bargaininrg breaks down and Q@ ~P decide nct to
participate in the bargaining process, they receive their disagreement
payoff. The coalition P now bargains amonget itself‘for feasible

alternatives which are consistent with the disagreement point of G- P,

Wa thus define:

Hestricted Monoténicity With Respect to changes in the numbsr of

agents (R.MON): For all p, Qépwith PCcQ, for all (T,d)€ ZQ . if

5:%,‘6 T/XQ\P = da\p} P, then F (S,dp)z_ Fp (v,d).

Our first theorem postulates the equivalence of {MON) and (R.MON),



Theorem 1 ¢ Let Z be the set of all bargaining problems satisfying

conditions 1 to3, o= U E’. Let (T,d)e Z Then both (5’ ,d,) and

( ’ d )EZ' where : pgu and
1 2 1 2
5 =2 XEéET/X £ = } =

{ /%, 0 2 Q_p}p, 5 =§;x /Xgp = dq.p§ peAlso S 5

2 1 1
Proof : Clearly S°¢€ 8, To show S 5 y 18t x & 5
- p
S
XET and XQ__ p 2 c!Q ~p.

G
By property 3, (xp, xu__ p) 2 (xp, dQ‘p) € IR . 1mp1;as,

\Xp, dQ-P) € T.

1 STTRAM SARARAAI LIBRARY
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. .
Now, since (5, df’) satisfies conditions (1) to (3) bgth (‘51, dp)
2 L '
ard (5%, d)) € 2,

N.E.D.
N

Note Condition 3 is assential In establishing this egquivalence,

It is very easy to construct examples whare 51f= 5211’ Condition 3

is violated.

Some axioms which play a vital role in our sybsaquent characterizatiol

are @

' F
Wesk Parebo-Optimality (WPB): FRor all Ped, for all (S,d)€ 2 ,

for all Y& 1R°+, if Y> F(s,d), then y% S.

?
Parato-Optimality (P0): For all Pe¥, for all (S,d)c 2, for all

Y e IRp*, tf v > F(s,d), then vf s,

P
Individual — Rationality (IA)s For all PGP, for all (S,d)éz ’

F(S,d) > d.
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We denote by WPO (SZAand IR(S), respectively, the sets of points that are
Weakly Parsto-ontimal, Pareto ontimal and Individuatly retdonal for §

(observe that PO(S) ¢ UPD(SD,

‘ P
Symmetry (SY): For all P f), for all (S,d)ez » if for all one-one function

YN i PP, 52%)('6 IRD+/3 X€ S such that ¥ L¢P, X|T(1) = Xi} s and di = dj

for all i, jéP, then for all i, je P, Fi(S,d) = F (s",d).

&

A related condition is

Anonymity (AN)s For all P, P'(J) with [Dl -l } s for ;all one-one function
WV 2 P> Py for all (s, d)eZ , (5,4 )GZ , if 5 -{xe IrP /_i] x€ § such that
Y i¢p, X ‘!"(1) = X} and d""(i) =d& ¥ 1€¢P, than for all iep, E‘r{i)(s ,d’ B
. (s,d).

Scale Invariance (S.INV): For all PGJ’ for all (S,d) and (S , d )w@&)ﬁ'z

t 11 ae 1P ir 5’ X¢ 1RP /v = .
or all a -, { € IR /¥ 1ep, Xi 1xi} . gnd di aidi'

1€ P, then for all 1€ P, ri(s‘, d’) = a F, (s,a).

Continuity (CUNT): For all pef, for all seguences (Si,r:li) of elements of
r 5 ¥

Z y if silé 5, dv—) d and (S,d)X , then F(s",?), F(S). (In this

. W
dafinition, comwesrgence of S.i to S is evaluated in the Hapsdorff topology ).

These axiome® are sAtandard, WPO states that it is infeasible to make all
agents simultanesously batter off, and PU that it is infeasible to make an

agent better off without hurting some other agent. IR States that all agents
ars better off after bargaining than they would be at their disagreement payoff.
SY states that if a problem is imwariant under all permutat ions, then all

agents should get the same amount. AN states that the names of tha agents

do not matter; only the geomstrical structurs of the problam at hand is

relevant, S.INV states that the solution is independemt of ths choice of



particular members of tha equivalence classes of uti lity functions representing
the agants' von Neumann-Morgenstern preferences. CUNi‘ states that asmall
changes in the data definining the problem cause only emall changes in

solution outcomas.

Monotonicity With Respect to the disagreement point and (R, MON):-

s £ O
Lat Z* be the subsst of‘Z consisting cof all gemes satisfying comnditions

1to4 and 2, be the subset of 7 consisting of sll ganes satisfying
~ Bl .
P F P
Conditions 1 to 5. Thus, Z;‘ = Z* ~ Z .

We consider the following solution M :Z_*—-—"-Ulﬂp where

T oU Y e

F.3 .
defined thusi Pe ¢

P
¥ (S,d)¢ s M.(35,d) M (S,d)
Z'x i : =l for all {, JjéP

di dj

and X
for all i, j&€P, X€S implies N(S,d)) X

|

e
]
L b

In Lahiri (1988) it has been shown that M satisf1+m is the only solution to

satisfy the following conditions:

Axiom1 3 WO

fxiom 2t IR

Axiom 3 3 S.INV
Axfom 4 t SY

Axiom 5 s (Mghotonicity with respect to the disagreement point )i

P
Let (S,d) and (S', d') belong to Z* and satisfy:

a) for some i¢ P, dj = d'j ¥ je p‘%‘;}i di.f*' d.i
b) S¢& S,

Then F (S* d') > F (S,d).
i N = 1



.
If in addition S = §', then rj(sr,a')_( FJ(S,d) For Je Neilh, with £(5,gr)
# F(S,d) if d ,E d'.
We first show the following:

Theorem 23~ M satisfies (AN),

Proof :- Let P, ¢ IO, with|p| = [p'I and let ¥": P P! be & gne-one

function. Let (S,d)¢ Ef} and define,

' .
1 1 L -
5 ={xemp */_}xes such that 4 iep,x_r(i} = xi‘é

and a* = (d'J) jept VIt d"r(i) = d_,

i

Xt X
— (i) A X tep

(1) %
\ - ’
ey (5D M (st
d* d v B Jeb.
i) _ ()
00 (osydiep w0 X'piyy -y, 1, Jep

Y1) Tl 3
imolies Merg) (8'49) ) Xy 4 e,

”1-(1) (s',u')> X, ¥ 100

whenever, X

i X
3 = i, jep
i dJ
further M
P y(4) (5',dt)_ m (s',d')
a - -xl — ¥ i, jep
T 4 . _
J
. ”7(1) (s',a) = Hi(S,d) ¢ iep,

eE.D.



Hence M satisfies WPC, A, SJINV; that it satisfies CInT. follows by methg
similar to the ones usec in the froof of Theorem 3.3 by lJansen anc Tijs

- (1983).  We next show thzt M satisfies R, MmOV,

Theorem 3 ;- M satisfies R.MCN,

. Al
Proof :~ Let p, Qé‘aﬂwith Pec 2. Let (T,d)ezg\and

S ={x€T/xD\ = dq\p(} p. So mj (Tyd) = d

P mi (T,d) ¥ j¢n

' i
Observe, (F!(S,dp), dQ-.p Y€ wp(T),

Suppose (M(S,dp), "aw’?‘ W (T).

there exists Y( T 3 Y>(M(S,dp), d. p)
Comider the point (Y, o 0 p).

Clearly v » (v,d, p)'_>_ (m(s,dp}, d

\. d~ p).

Since T is comprehensive, (Y, d&p)e Te

By the definition of S5, Y& S,
But Y 5 M(S,dp).
This comtradicts that M (5,9 )e wn(s).

Hence (M(S,dp), du"p)e wP(T).

learly m (S,d ) = j
Cearyj(-p) 94 mi(S,dp)‘U‘i'Jé'p'

dy

Now, MQ\ p(T,d))dQ ~p

Suppose Mi(T,d }> Mi(s,dp) for some i€ D..

".H(T,d) =.d 3 4
f '&1 Mi(T'd)>ii ni(s,up) - mj(s,dp) ¥ jep.

di



4.

.. N(T,d) = (mp('r’d)’ f’lahp (T,d))) ("(Sgdp)r da‘.p)!

contradicting that(m(s,dp}, djsp)é who (T).

Hence M (T,d)<' M (5,d ) ¥ jeP.
J =3 P
%(T,d)__g' I"E(S,dp) and M satisfies R,MOV as was required to be proved,

Q. ECD'

In Thomson {1983) it is shown that the Kalai-Smorodinsky (1975) solution
also satisfies WPO, IR, S.INV, AN and R.MON, e will thus look for a

general characterization of all solutjons satisfying the above conditions
?
on .
4

Bargaining ProblemsWith a reference point :-

Thomson (1981) observes that for many solutons to bargaining problems, one

often:resorts to what is krown.as a refersnce function, which is a function

singling out, for each bargaining problem, a point of the utility space
eummarizing its essential fzatures and facilitating the evaluaticn of the

relative bargaining strength of the pdayers. Formally we have tre following:

?
Definition 1¢ A reference function g ¢ Z*‘?f‘L{)J’[R agssociates tc every

?
bargaining problem (S,d) € 2:* a.  point g (5,d) &€ 1IR",

The role of the reference function is assentially informational. In the
evaluation of the their respective bargaining strengtha, the players summa-
riza vhat they see as the main featurea of the bargaining problem by

focusing on particular outcomes, like the outcomes ¢ that are most favoursble
to each of them (see Kalai and Smorodinsky (1975); Rosenthal (1976); Roth
(1977)). Observe that the definition of a reference function developed
above, does not require that g {5,d) be a feasible salternative. In fact, the

ideal point of Kalai and Smorodinsky, is fea i ble only in the trivial case in

whicr it is the only Parsto-optimal outcome.
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We shall consider reference functions g which satisfy the following
properties:
rb
Property 1 (S.IW): For all ped’, for all {S,d) and (s*,9")€ 21, ,
p -
for all a¢ IR '=) X IR/ ¥ icp - ¢ =(d!
or a gé H,ifs { € IR/ ¥ icp, X1=a1xiz, d (dl)ic'f”

where d'i = aidi' i€ P, then for all i¢ P, gi(S' yd') = aﬂi(s,d).

Property 2 (Modified Multilateral Stability or (M .STAB)): For sll P,
ged’ with pco, for all (s, u')cz , (T, c‘)éZ y i S ={X€ /Xqp = % D}
and d' = d, theng (5,d') = gp(T.d)-

P
Property 3: For all PG’F and (5,d)¢ Z* the followirg is true:

either gi(S,d)> di + iep
or gi(S,d)< d; ¥ fep
Property 4 :- (AN): For all P, P'€[P with lpl = P'] y for all one-ocne

functicn™ : P P', for ell (5,d)¢ Z_.! s (S',0" ) Z ’ 1f‘ st ={X'61Rp+/

- : e [ - -—
3 xes such that ¥ 1P, X' () = xi} and d ) =9 ¥ iew,

then for sll iep,?ﬂi) (s',d0') = } (s,d).

Given a reference function g : Z f’L/df’rR satisfying Properties
€

1,2,3 and 4 we consider a solution to baroaining problems in Z*

defined thus:

Lat M Z — U R be given by

Tepy
Hg(snd) = d+0€(s’d) (a(S,¢) - q)

where o (S d)e IR satlsfies ¢+ o (S d) (o(S,d) - d) € uwpO (S).‘

for all (5,d) € Z



1

It is easily observed that Mg is well-defined, satisfies Conditicns 1,2,2, ¢,

We shall now show that Mg satisfies {R.MCN),

Theorem 4 - (et o be a reference functicn satisfying Properties 2 and 3,

Then I"lg satisfies AR.™MCAN,

_ <& {
Proof :~ Let Py Q¢€P with PcQ, (T.d)éz.* and 5 ={ Xe T/x(.kp = dQ-p} p.

Te show, Ng(S,dp)z (i"lg)F (7,0)

l"lg(S,dp) = dp + (J-(-(S,dp) [ g(S,dp) - dp] .

and Hg(T,d) = d-or.?(T,d) [ g{T,d) - d]

By property 2, g(S,dp) = QP(T-C’)-

Sirce T is comprehensive and convex, for the same reasons as in the proof of

Theorem 3, (Mg(S,dp), dD\p)e we(T).

Now, (mg) Bep (Ted) > d a< p

(rqg)1 (T,0) > (ng)i(s,dp) for some i€ P,
N di +';?(T'd) [ Qi(T!d) - di]) di +0-{(5.dp)[gi(1',d) - dJ .
‘. [J(T,d) -J(s,dp):l [ 9,(T,a) - uJ> 0.
Case{i): gi(T’d)> d,.
By property 3, gJ(T’d)>dj ¥ je Q.
Also, of (T48)> & (S,d)) |
(), (1e) = o, +a(r.u)[gJ(r.d> - aj}aj +d($,dp)[gJ(T,d) . u_J] :

(”9)3(5'%) ¥ J“ P.
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- ."'lg(T,d) wezkly Pareto dominates (Mg(S,dp), d . p), a

i

contradicticn,

A (mg)i(T’d)-f (Fig)i (S,dp) for all ie P,

Hence F'lg satisfies R.MON,
Case (ii) = gi(T'd)<di

By property 3, gj (T,e) dj ¥ jé Q.

Also, & (T,8)¢ & (5,9)

Arguing as in Case (i) we get .’".g satisfies R,MON,

Note: (i) The only properties of g that were wsed to establish

Theorem 4 were propertics 2 anc 3, Properties 1 and 4 in conjunction with
properties 2 and 3 are used to establish that, Ng satisfies Axioms 1 to

4 enunciated for bargairing solution on Z*.
(ii) The bargaining soluticn M defined earlier has reference function,

. P
- Z* - %d)m defined by

a(5,0) £ 0 ¥(S,0)e L,
g satisflies properties 1,2,3 and 4 of a reference function.

.?
(111) Tre bargaining solution K Z*-’TUFR due to Kalai and
¥

Smorodinsky (1975) where K( F’J,)is th: maximal feasible poinrt on the

segment connecting the disagreement point to the “ideal point™ a{ c,d)
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i : bord
where for each i P, ai(S,d) = max{xi/ X¢€s, Xg d% has a gZ"—“

*
@8s a reference function, '3a' satisfies Properties 1 to 4 of a reference
function,

(1ii) For all {3 t 5 in [B 1)y the following reference functions also

satisfy Properties 1 to 4

(a) 9(S,d) = f»d + (1-f) a(s,)
(b) g(S,2) = (’;d + (1~ f) h{S,d)
(e) g(s,d) =pd.

Hence Mg satisfies R.™ON for all these reference functions.

5. Conclusion:-

The intention of this paper wes to show that s very ldroe class of
solution cescribed with respect to a reference function satisfy
"monotonicity with respect to changps in the number of agents™. We
have also shown, in the course of our analysis that a solution
discussed in Lahiri (198€) also satisfies this property. Since much
of bargairing theory can be rewritten in the context of a variable
population, our results tend to reflect the innate desirability of

the soluticn suggested.
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