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#### Abstract

In this paper, we study the hub location problem of an entrant airline that tries to maximize its share in a market with already existing competing players. The problem is modelled as a nonlinear integer program, which is intractable for off-the-shelf commercial solvers, like CPLEX and Gurobi, etc. Hence, we propose four alternate approaches to solve the problem. The first among them uses the Kelly's cutting plane method, the second is based on a mixed integer second order conic program reformulation, the third uses the Kelly's cutting plane method within Lagrangian relaxation, while the fourth uses second order conic program within Lagrangian relaxation. The main contribution of this paper lies in the fourth approach, which along with refinements is the most efficient. Many of the problem instances that were not solvable using standard techniques, like the Kelly's cutting plane method, have been solved in less than 2 hours of CPU time within $1 \%$ optimality gap.


Competitive Hub and Spoke Network, Non-Linear Integer Program, Kelly's Cutting Plane, Second Order Conic Program, Lagrangian Relaxation

## 1 Introduction

Hub and spoke network was pioneered in the airline industry by Delta Airlines in 1955 to compete with the low cost Eastern Airlines (Delta History, 1955). In a hub and spoke network, every origindestination (O-D) pair is connected through an intermediate node, called hub. Hubs are consolidation points, where traffic from various non-hub nodes, called spokes, is aggregated, thereby generating economies of scale. This leads to a lower operational cost, compared to alternative network configurations with direct O-D connections (O’kelly, 1986; Hamacher et al., 2004; Chen, 2007). A hub and spoke network also results in a lower setup cost since it requires fewer links to connect various origins and destinations in the network. Several studies have documented the benefits, leading to competitive advantage, from the use of hub and spoke network (McShan and Windle, 1989; Oum et al., 1995; Bania et al., 1998; Martins de Sá et al., 2015). Since the deregulation of the US airline industry in 1978, hub and spoke network has become almost a default choice for airline networks. Besides the airline industry, hub and spoke networks are also used in other industries, for instance, telecommunications (Klincewicz, 1998), energy (Lumsden et al., 1999), road transportation (Üster and Agrahari, 2011).

Designing a hub and spoke network calls for solving a hub location problem (HLP), which determines the optimal location of hubs and the path through some of those hubs between every O-D pair (Campbell and O'Kelly, 2012). In a multi-player setting, HLPs can be broadly classified either as
cooperative games or non-cooperative games. Cooperative games focus on coalitions and joint actions among firms, thereby determining their collective payoffs, as opposed to non-cooperative games, where individual players focus on their own payoffs under competition. Lin and Lee (2010) studies a cooperative game in freight services in an oligopolistic market. In a non-cooperative setting, an HLP is solved either by an entrant airline that intends to set up its network by locating the hubs, or by an incumbent airline that intends to revamp its existing network. In this paper, we focus on this network design problem faced by an entrant. Most of the extant literature on HLP has studied the above problem in a monopolistic setting, without accounting for the presence of competing firms in the market. The literature on the entrant's problem in a competitive setting can be broadly classified in the following two categories: (i) the best response of the entrant explicitly accounting for the competitors' reaction (Sasaki and Fukushima, 2001; Sasaki, 2005; Sasaki et al., 2014; Mahmutogullari and Kara, 2016) (ii) the best response of the entrant without accounting for the reaction from the competitors (Marianov et al., 1999; Wagner, 2008; Eiselt and Marianov, 2009; Lüer-Villagra and Marianov, 2013). In this paper, we specifically focus on the problem of maximizing the market share of an entrant airline in the second category of competitive HLP. The problem results in an non-linear integer program (NLIP), which is challenging to solve using off-the-shelf solvers like CPLEX, Gurobi, etc. To the best of our knowledge, ours is the first study to solve the above problem exactly.

Through this paper, we make the following contributions to the related literature. We propose four alternate approaches to solve the problem. The first approach (CPA) is based on the Kelly's cutting plane algorithm to address the non-linearity in the problem. The second approach (MISOCP) relies on a mixed integer second order conic program based reformulation of the problem. The third approach (LR-CPA) employs Kelly's cutting plane algorithm within Lagrangian relaxation, while the fourth approach (LR-SOCP) uses a Lagrangian relaxation of the mixed integer second order conic program. Further, we compare the above four solution approaches based on extensive computational experiments. Our analysis highlights the superiority of LR-SOCP for most of the test instances. We also propose a refinement for the LR-SOCP approach, using which we are able to solve all the test instances within an optimality gap of $1 \%$ in less than 2 hours of CPU Time.

The rest of the paper is organized as follows. In Section 2, we present a review of the literature on HLP and its variants in a competitive setting. The problem description, followed by its mathematical formulation, is presented in Section 3. In Section 4, we present our alternate solution approaches, followed by extensive computational results in Section 5. Finally, the conclusions and directions for future research are presented in Section 6.

## 2 Literature Review

HLPs can be classified as p-median, p-center, covering or fixed-charge on the basis of their objective functions. The objective in the p-median HLP is to minimize the total transportation cost (O'kelly, 1986; Skorin-Kapov et al., 1996; Campbell, 1996; Ernst and Krishnamoorthy, 1996), while that for a p-center HLP is to minimize the maximum transportation cost between any pair of nodes (Campbell, 1994; Kara and Tansel, 2000). A covering HLP can either be hub set-covering if the objective is to minimize the number of hubs to cover all the nodes (Campbell, 1994; Kara and Tansel, 2000), or maximal hub-covering if the objective is to maximize the demand covered with a given number of hubs to locate (Campbell, 1994). Further, an HLP can be single allocation (O'kelly, 1986; Campbell, 1994) or multiple allocation (Campbell, 1992; Skorin-Kapov et al., 1996; Ernst and Krishnamoorthy, 1996) depending on whether the immediate hub visited by any flow originating from (or destined to) a given node is the same irrespective of their destinations (or origins), or they can be different. HLPs
can also be classified as complete or incomplete on the basis of the hub topology. Most of the papers in the literature assume a complete hub network topology, wherein there exists a direct connection between every pair of hubs. Incomplete HLPs, on the other hand, assume a specific hub topology like star (Labbé and Yaman, 2008), tree (Contreras et al., 2010), etc. For an extensive review on HLPs, the readers may refer to Campbell and O'Kelly (2012). Next, we review literature on HLPs in a competitive setting (non-cooperative games), which we further categorize into two classes.

The first class of non-cooperative games in HLPs consists of papers that do not take into account the response of the competitors while deciding the hub locations for a player. Marianov et al. (1999) belongs to this category, and to the best of our knowledge, is also the first to introduce competition in the area of hub location. The problem models the decision of an entrant, to locate a set of hubs so as to maximize the demand flow captured from its competitors (without taking into account the response of the competitors). This results in a mixed integer linear program (MILP), which is solved using a tabu search heuristic. Wagner (2008) highlights certain shortcomings of the model proposed by Marianov et al. (1999), and proposes ways to correct them. Lüer-Villagra and Marianov (2013) studies the problem of an entrant that wants to determine the prices so as to maximize its profit, given the pricing scheme of the competitor, and solves the resulting model using genetic algorithm. Eiselt and Marianov (2009) also studies the problem of an entrant airline that wants to maximize its market share, wherein the customers' choice of an airline depends on their utility (instead of just cost). The problem is formulated as an NLIP, which is again solved using genetic algorithm.

In contrast to the above cited papers, the second class of papers take into account the competitor's response while solving the HLP. Sasaki and Fukushima (2001) studies the perspective of a leader who competes with several existing firms to maximize his/her profit. The problem is modelled as a bilevel Stackelberg game, and solved using sequential quadratic programming. Sasaki (2005) extends the problem from a continuous network to a discrete one, which is solved using complete enumeration and greedy heuristics. Sasaki et al. (2014) studies the problem of a leader who tries to locate hub arcs, as opposed to locating hub nodes, to maximize revenue. The resulting bilevel program is solved using implicit enumeration. Mahmutogullari and Kara (2016) studies a duopoly model in a Stackelberg framework, where two competitors sequentially choose their respective hub locations with the aim to maximize their captured flow. The problem is formulated as a bilevel HLP, and solved using implicit enumeration of the leader's problem.

The focus of this paper is on the first category. As evident from the review above, the literature in this area is scarce. Further, the extant studies resort to heuristic approaches. Specifically, we study the problem of market share maximization by the entrant firm in a competitive airline industry. The market share of the entrant is modeled as a probabilistic function of its hub location decisions, which introduces non-linearity in the problem. The resulting mathematical program is a non-linear IP, for which we propose alternate exact solution approaches. Next, we provide a detailed problem description, followed by its mathematical formulation.

## 3 Problem Description and Model Formulation

Consider a network of cities, represented by a complete graph $G=(N, A)$, in which a set $C=$ $\{1,2, \ldots,|C|\}$ of airlines are competing for their respective market shares. There exists a given demand $f_{i j}$ for each pair $(i \in N, j \in N, i \neq j)$ of cities. Each airline $c \in C$ operates in a hub and spoke network with a set $H^{c} \subset N$ of hubs, such that the traffic between any city pair $(i, j)$ is routed via a maximum of two intermediate hubs $\left(k, l \in H^{c}\right)$, so as to exploit the benefits arising from the economies of scale
in inter-hub transportation. Let $B_{i j}^{c}$ be the transportation cost per unit traffic for a direct connection between a city pair $(i, j)$, which is the same for every airline. The cost benefit due to economies of scale is captured using a constant $\alpha<1$, such that the cost per unit inter-hub traffic between hubs $k$ and $l$ is given by $\alpha B_{k l}^{c}$. We further assume that the costs $B_{i j}^{c}$ follow the triangular inequality, as a result of which a route involving more than two hubs does not generate any additional benefit, and hence the above restriction of a maximum of two hubs on any path between an origin-destination pair. Therefore, a path between an origin $i$ and destination $j$ can always be denoted using four ordered indices $(i, j, k, l)$, where $k$ and $l$ are the hubs along the path $(i \rightarrow k \rightarrow l \rightarrow j)$.

A new airline, hereafter referred to as an entrant, aims to capture a portion of this market by opening a set $\left(H^{e} \in N\right)$ of p hubs. As a newcomer to the market, the entrant focuses on maximizing its market share. It also enjoys the same discount factor $\alpha$, as does its competitors, for any inter-hub transportation. Hence, the cost per unit inter-hub traffic between hubs $k$ and $l$ is given by $\alpha B_{k l}^{e}$. The proportion of the market share captured by any airline is commonly calculated in the extant literature using the proximity rule (Drezner, 1994). The rule, as used in the competitive hub location literature, suggests that for a given origin-destination pair $(i, j)$, customers select the path $(i \rightarrow k \rightarrow l \rightarrow j)$ that minimizes either their total travel distance or time. As a result of this, all the passengers traveling between any origin-destination pair will always traverse through the same sequence of hubs. However, Alamdari and Black (1992) argue that "simple all or nothing models, which assume the cheapest airline is chosen by all the passengers, are not suitable for determining airlines' market share. Passenger demand is influenced by a combination of fare and many other attributes that make up the quality of service provided". The drawback of the proximity rule is addressed by the probabilistic choice model, which proposes that market share captured by a player is proportional to the utility that customers derive from using its product/service vis-a-vis that derived from using the competitors' product/service (Leeflang et al., 2013; Bell et al., 1975). Mathematically, the proportion of market share ( $\rho_{i j k l}^{e}$ ) between any city pair $(i, j)$ via hubs $k$ and $l$ captured by the entrant is given by:

$$
\begin{equation*}
\rho_{i j k l}^{e}=\frac{u_{i j k l}^{e}}{\sum_{k \in H^{e}} \sum_{l \in H^{e}} u_{i j k l}^{e}+\sum_{k \in H^{c}} \sum_{l \in H^{c}} u_{i j k l}^{c}} \tag{1}
\end{equation*}
$$

For customers choosing between airlines, the utility derived often depends on various factors like cost of travel, travel time and attractiveness of the airline (safety record, mileage points provided, inflight entertainment, quality of food \& service, the number of hubs on the route, their location, the convenience they offer to passengers, among other factors) (Eiselt and Marianov, 2009). Using the gravity model (Huff, 1964, 1966), the utility ( $u_{i j k l}^{e}$ ) that the customers derive from the entrant airline $e$ is modelled as follows :

$$
\begin{equation*}
u_{i j k l}^{e}=\frac{A_{k l}^{e}}{\gamma\left(T_{i j k l}^{e}\right)^{\beta}+(1-\gamma)\left(B_{i j k l}^{e}\right)^{\delta}} \tag{2}
\end{equation*}
$$

where $A_{k l}^{e}$ is the basic attractiveness index of a pair of hubs $(k, 1)$ used for the trip, $B_{i j k l}^{e}$ and $T_{i j k l}^{e}$ denotes the the cost and the total time required by the flight respectively for traveling along the route $(i \rightarrow k \rightarrow l \rightarrow j$ ), parameters $\beta$ and $\delta$ denote the attraction decay of travel time and cost, respectively. The customers' utility from choosing a competing airline $c, u_{i j k l}^{c}$, can be similarly computed.

The total capture of passengers using the route ( $i \rightarrow k \rightarrow l \rightarrow j$ ) offered by the entrant is denoted by $f_{i j} \rho_{i j k l}^{e}$. The objective of the airline is to capture as large a market share as possible, by locating a fixed p number of hubs. There is a set of binary location variable $y_{k}$, which is 1 if a hub is located at node k , and zero otherwise. Also there is a set of binary hub pair location variable $w_{k l}$, which is 1 if hubs are located at both the nodes k and l . We assume that each competitor can have multiple routes between nodes i and j , going through different hubs or pairs of hubs. All competitors in the market
have same information of the demand structure. Airfares are proportional to the costs incurred by the airlines.

To mathematically describe the entrant airline's problem, let us define a decision variable $y_{k}=1$ if it locates a hub at node $k, 0$ otherwise. Further, let $w_{k l}=1$ if the entrant airline locates its hubs at both the nodes $k$ and $l$. To state the entrant airline's problem, we first summarize the notation used.

### 3.1 Notation

$i \quad: \quad$ Index for source nodes, $i \in N$;
$j \quad: \quad$ Index for destination nodes, $j \in N$;
$k \quad: \quad$ Index for first hub, $k \in N$;
$l \quad: \quad$ Index for second hub, $l \in N$;
$\alpha \quad ; \quad$ Discount factor for trans-shipment (hub to hub), $(k \rightarrow l)$
$H \quad: \quad$ set of all hubs, $H \subseteq N$;
$H^{c} \quad$ : set of hubs for competing airlines;
$H^{e} \quad: \quad$ set of potential hubs of entrant airline;
$f_{i j} \quad: \quad$ Flow from origin $i$ to destination $j$;
$T_{i j k l}^{c}:$ Time taken by any passenger for travelling from $i \rightarrow k \rightarrow l \rightarrow j$ using any competing airline $c$;
$T_{i j k l}^{e}:$ Time taken by any passenger for travelling from $i \rightarrow k \rightarrow l \rightarrow j$ using the entrant airline $c$;
$B_{i j k l}^{c}$ : Transportation cost incurred by any competing airline $c$ for flying any passenger from $i \rightarrow k \rightarrow l \rightarrow j ;$
$B_{i j k l}^{e}$ : Transportation cost incurred by the entrant airline $e$ for flying any passenger from $i \rightarrow k \rightarrow l \rightarrow j$;
$u_{i j k l}^{c}: \quad$ The utility of any passenger for travelling from $i \rightarrow k \rightarrow l \rightarrow j$ using any competing airline $c$;
$u_{i j k l}^{e} \quad: \quad$ The utility of any passenger for travelling from $i \rightarrow k \rightarrow l \rightarrow j$ using the entrant airline $e$;
$A_{k l}^{c} \quad: \quad$ Basic attractiveness index of a pair of hubs $(k, l)$ for any competing airline $c$;
$A_{k l}^{e} \quad: \quad$ Basic attractiveness index of a pair of hubs $(k, l)$ for the entrant airline $e$;
$\rho_{i j k l}^{e} \quad: \quad$ The proportion of market share captured by the entrant airline $e$ between any city pair $(i, j)$ via hubs $k$ and $l$;
$p:$ No. of hubs to be located;
$y_{k} \quad: \quad 1$, if hub is located, 0 otherwise.
$w_{k l}: 1$, if hubs are located at $k$ and $l, 0$ otherwise.

### 3.2 Model

Using the above notation, the entrant airline's problem can be mathematically described as:

## [COHLP]:

$$
\begin{align*}
& \theta(y, w)=\max \sum_{i} \sum_{j} f_{i j}\left\{\frac{\sum_{k \in H^{e}} \sum_{l \in H^{e}} u_{i j k l}^{e} w_{k l}}{\sum_{k \in H^{e}} \sum_{l \in H^{e}} u_{i j k l}^{e} w_{k l}+\sum_{k \in H^{c}} \sum_{l \in H^{c}} u_{i j k l}^{c}}\right\}  \tag{3}\\
& \text { s.t. } w_{k l} \leqslant y_{k} \tag{4}
\end{align*}
$$

$$
\begin{array}{ll}
w_{k l} \leqslant y_{l} & \forall k, l \in H^{e} \\
\sum_{k} y_{k}=p & \\
y_{k} \in\{0,1\} & \forall k \in H^{e} \\
w_{k l} \in\{0,1\} & \forall k, l \in H^{e} \tag{8}
\end{array}
$$

The objective function (3) maximizes the total demand captured by the entering airline, given the competitors' hub locations. Constraint sets (4) and (5) are the linking constraints between $w$ and $y$ variables. Constraint (6) enforces $p$ hubs to be open. Constraint sets (7) and (8) are the binary constraints on $y$ and $w$ variables, respectively. $C O H L P$ is an NLIP, which off-the-shelf solvers like CPLEX and Gurobi cannot handle (since they cannot handle non-linear problems that are non-quadratic).

Please note that $C O H L P$ can be transformed into a non-linear mixed integer program by relaxing the binary variables $w_{k l}$ to take continuous values in $[0,1]$ using the following argument: whenever both $y_{k}$ and $y_{l}$, which are binary, take a value $1, w_{k l}$ will always assume a value of 1 (due to (3)). On the other hand, when one of $y_{k}$ or $y_{l}$ is $0, w_{k l}$ takes a value 0 . Therefore, (8) can be relaxed as:

$$
\begin{equation*}
w_{k l} \in[0,1] \tag{9}
\end{equation*}
$$

However, the resulting non-linear mixed integer program is still difficult for off-the-shelf solvers. Next, we discuss alternate solution methods to solve the problem efficiently, exploiting (9) wherever possible.

## 4 Solution Methods

In this section, we propose four alternate approaches to solve $C O H L P$. The first approach is based on the linearization of the non-linear term in (3) using Kelly's cutting plane approach (CPA) (Kelley, 1960). In the second approach, we reformulate $C O H L P$ into a mixed integer second order conic program (MISOCP), which can be solved efficiently using an off-the-shelf solver (Alizadeh and Goldfarb, 2003). The third and fourth approaches are based on Lagrangian relaxation of $C O H L P$, which separates the resulting problem into a linear integer program and a non-linear program (NLP) with continuous variables. The third approach solves the resulting NLP using CPA, whereas the fourth approach reformulates it as a second order conic program (SOCP).

### 4.1 Cutting Plane Algorithm

This method exploits the special structure of the non-linear term in the objective function through a transformation, followed by a piece-wise linear approximation, which results in a mixed integer linear program (MILP). The constraints required for piece-wise linear approximation are generated using Kelly's Cutting Plane approach. To describe the approach, let us define the following non-negative variables:

$$
\begin{align*}
R_{i j} & =\sum_{k \in H^{e}} \sum_{l \in H^{e}} w_{k l} u_{i j k l}^{e}  \tag{10}\\
Z_{i j}\left(R_{i j}\right) & =\frac{R_{i j}}{\sum_{k, l \in H^{c}} u_{i j k l}^{c}+R_{i j}} \quad \forall i, j
\end{align*}
$$

Clearly, $Z_{i j}$ is concave in $R_{i j}$ (since $\frac{\partial^{2} Z_{i j}}{\partial R_{i j}^{2}} \leqslant 0$ ). The concavity of $Z_{i j}$ implies that for a given set of points, indexed by $g \in G, Z_{i j}$ can be approximated arbitrarily closely by a set of piece-wise linear
functions that are tangents to $Z_{i j}$ at a set of points $\mathbb{G}=\left\{R_{i j}^{g}\right\}_{g \in G}$, such that

$$
Z_{i j}^{\prime}\left(R_{i j}\right)=\min _{g \in G}\left\{Z\left(R_{i j}^{g}\right)+\frac{R_{i j}-R_{i j}^{g}}{\left(\sum_{k \in H^{c}} \sum_{l \in H^{c}} u_{i j k l}^{c}+R_{i j}^{g}\right)^{2}}\right\} \quad \forall i, j,
$$

which is equivalent to the following constraint set:

$$
\begin{equation*}
Z_{i j}^{\prime}\left(R_{i j}\right) \leqslant Z\left(R_{i j}^{g}\right)+\frac{R_{i j}-R_{i j}^{g}}{\left(\sum_{k \in H^{c}} \sum_{l \in H^{c}} u_{i j k l}^{c}+R_{i j}^{g}\right)^{2}} \quad \forall i, j, g \tag{11}
\end{equation*}
$$

Using the above transformations, $C O H L P$ can be approximated using the following MILP:

$$
\begin{array}{lll}
{\left[\operatorname{COHLP} P_{M I L P(\mathbb{G})}\right]:} & & \\
\qquad \max \sum_{i} \sum_{j} f_{i j} Z_{i j}^{\prime} & \\
\text { s.t. }(4)-(7),(9),(11) & \forall i, j \\
& Z_{i j}^{\prime} \in[0,1] & \forall i, j
\end{array}
$$

In $C O H L P_{M I L P}$, we have used $w_{k l}$ as continuous variables (9) instead of binary (8), which obviates any branching on the $w_{k l}$ variables in the branch-and-bound tree. $C O H L P_{M I L P}$ is a linear mixed integer program with two additional sets of continuous variables $R_{i j}$ and $Z_{i j}^{\prime}$, and a large set of linear constraints (11). Adding a large set of constraints (11) a priori can provide an arbitrarily close approximation of $C O H L P$; however, many of these constraints may be redundant, which may adversely affect the computational performance. Hence, a more prudent way to solve the problem is to add constraints (11) on the fly. Such an approach of adding the constraints on the fly is called a cutting plane algorithm (CPA), the steps of which, as applied to $C O H L P_{M I L P}$, are described in Algorithm 1.

```
Algorithm 1 Cutting Plane Algorithm for COHLP MILP
    \(q \leftarrow 1 ; U B^{q} \leftarrow \infty ; L B^{q} \leftarrow-\infty ; G^{q} \leftarrow \Phi ; \mathbb{G}^{q} \leftarrow \Phi\)
    do
        Solve \(\operatorname{COHLP} P_{M I L P\left(\mathbb{G}^{q}\right)}\), and obtain its solution as \(\left(y_{k}^{q}, w_{k l}^{q}, Z_{i j}^{\prime q}, R_{i j}^{q}\right)\)
        Update the \(U B^{q+1} \leftarrow \sum_{i} \sum_{j} f_{i j} Z_{i j}^{\prime q}\)
        Update the \(L B^{q+1} \leftarrow \max \left\{L B^{q}, \theta\left(y^{q}, w^{q}\right)\right\}\).
        \(G^{q+1} \leftarrow G^{q} \cup\{q+1\} ; \mathbb{G}^{q+1}=\left\{R_{i j}^{g}\right\}_{g \in G}\)
        \(q \leftarrow q+1\)
    while \(\left(U B^{q}-L B^{q}\right) / U B^{q}>\epsilon\)
```

CPA is known to converge, within a given tolerance $\epsilon$, in a finite number of iterations (Elhedhli, 2005; Vidyarthi and Jayaswal, 2014; Vidyarthi et al., 2016; Jayaswal et al., 2017). Although in Algorithm 1, the set $\mathbb{G}^{0}$ is empty, it is suggested in the literature that the algorithm can be speeded up by initializing $\mathbb{G}^{0}$ with a carefully chosen set of points. The constraints of the form (11) that are generated from the points in $\mathbb{G}^{0}$ are called a priori cuts (Vidyarthi and Jayaswal, 2014). In our numerical experiments in Section 5, we set $\mathbb{G}^{0}$ so as to approximate $Z_{i j}\left(R_{i j}\right)$ within a gap of $0.1 \%$.

### 4.2 Mixed Integer Second Order Conic Program (MISOCP)

Second order conic programs (SOCPs) are of particular interest as they can be solved efficiently with widely available commercial solvers, like CPLEX and Gurobi. Hence, SOCPs have recently been employed to a variety of problems, like portfolio optimization, value-at-risk minimization, machine scheduling, supply chain network design and airline rescheduling with speed control (Vielma et al. (2008); Aktürk et al. (2014); Antoniou and Lu (2007)). Mixed Integer second order comic programs (MISOCPs) have also been studied in a variety of problems like hub location problems with congestion and assortment problems (Sen et al., 2017) among many others. COHLP, as discussed in Section 3.2, is an NLIP, which cannot be solved using off-the-self solvers. Therefore, in this section, we reformulate COHLP as a mixed integer second order conic program (MISOCP). To convert the COHLP into an MISOCP, we introduce the following sets of variables:

$$
\begin{align*}
Q_{i j} & =1 /\left(\sum_{k \in H^{e}} \sum_{l \in H^{e}} u_{i j k l}^{e} w_{k l}+\sum_{k \in H^{c}} \sum_{l \in H^{c}} u_{i j k l}^{c}\right)  \tag{15}\\
r_{i j} & =\sum_{k, l \in H^{e}} \sum_{l \in H^{e}} u_{i j k l}^{e} w_{k l}+\sum_{k \in H^{c}} \sum_{l \in H^{c}} u_{i j k l}^{c}  \tag{16}\\
V_{i j} & =Q_{i j} \sum_{k \in H^{e}} \sum_{l \in H^{e}} u_{i j k l}^{e} w_{k l} \tag{17}
\end{align*}
$$

The objective function (3) in $C O H L P$ can be rewritten as :

$$
\begin{equation*}
\theta(y, w)=\sum_{i} \sum_{j} \hat{f}_{i}-\sum_{i} \sum_{j} \hat{f}_{i}+\sum_{i} \sum_{j} f_{i j}\left\{\frac{\sum_{k \in H^{e}} \sum_{l \in H^{e}} u_{i j k l}^{e} w_{k l}}{\sum_{k \in H^{e}} \sum_{l \in H^{e}} u_{i j k l}^{e} w_{k l}+\sum_{k \in H^{c}} \sum_{l \in H^{c}} u_{i j k l}^{c}}\right\}, \tag{18}
\end{equation*}
$$

where $\hat{f}_{i}=\max _{j} f_{i j}$. Further, using the newly defined sets of variables, (18) can be restated as:

$$
\begin{equation*}
\theta(V)=\sum_{i, j} \hat{f}_{i}-\sum_{i, j} \hat{f}_{i}+\sum_{i} \sum_{j} f_{i j} V_{i j} \tag{19}
\end{equation*}
$$

From (15) \& (17), we can conclude that:

$$
\begin{equation*}
V_{i j}+\sum_{k \in H^{c}} \sum_{l \in H^{c}} u_{i j k l}^{c} Q_{i j}=1 \tag{20}
\end{equation*}
$$

Introducing the relation (20) in (19), we get:

$$
\begin{equation*}
\theta(Q, V)=\sum_{i} \sum_{j} \hat{f}_{i}-\sum_{i} \sum_{j} \hat{f}_{i}\left(V_{i j}+\sum_{k \in H^{c}} \sum_{l \in H^{c}} u_{i j k l}^{e} Q_{i j}\right)+\sum_{i} \sum_{j} f_{i j} V_{i j} \tag{21}
\end{equation*}
$$

On rearranging the terms, (21), can be restated as:

$$
\theta(Q, V)=\sum_{i} \sum_{j} \hat{f}_{i}-\sum_{i}\left\{\sum_{j} \sum_{k \in H^{c}} \sum_{l \in H^{c}} u_{i j k l}^{c} \hat{f}_{i} Q_{i j}+\sum_{j}\left(\hat{f}_{i}-f_{i j}\right) V_{i j}\right\}
$$

Using the above form of the objective function, $C O H L P$ can be restated as:

$$
\begin{array}{rr}
\max \sum_{i} \sum_{j} \hat{f}_{i}-\sum_{i}\left\{\sum_{j} \sum_{k \in H^{c}} \sum_{l \in H^{c}} u_{i j k l}^{c} \hat{f}_{i} Q_{i j}+\sum_{j}\left(\hat{f}_{i}-f_{i j}\right) V_{i j}\right\} & \\
\text { s.t.(4)-(8),(16)} & \forall i, j \in N \\
Q_{i j} r_{i j} \geqslant 1 & \forall i, j \in N \\
V_{i j} r_{i j} \geqslant \sum_{k \in H^{e}} \sum_{l \in H^{e}} u_{i j k l}^{e} w_{k l} & \forall i, j \in N \\
Q_{i j}, V_{i j}, r_{i j} \geqslant 0 &
\end{array}
$$

In (22)-(25), the constraint set (23) is derived using (15) and (16). Constraint set (24) is derived using (15) and (17). Also, since $w_{k l} \in\{0,1\}$, (24) can be rewritten as $V_{i j} r_{i j} \geqslant \sum_{k \in H^{e}} \sum_{l \in H^{e}} u_{i j k l}^{e} w_{k l}^{2} \forall i, j \in$ $N$, which is a rotated second order conic constraint. The rotated second order cone (SOC) can be transformed to a standard SOC as follows (Alamdari and Black, 1992):

$$
\begin{equation*}
\left(V_{i j}+r_{i j}\right)^{2} \geqslant 2 \sum_{k \in H^{e}} \sum_{l \in H^{e}} u_{i j k l}^{e} w_{k l}^{2}+V_{i j}^{2}+r_{i j}^{2} \quad \forall i, j \in N \tag{26}
\end{equation*}
$$

Similarly, (23), which is also a rotated SOC constraint, can be transformed to a standard SOC as follows:

$$
\begin{equation*}
\left(Q_{i j}+r_{i j}\right)^{2} \geqslant 2+Q_{i j}^{2}+r_{i j}^{2} \quad \forall i, j \in N \tag{27}
\end{equation*}
$$

The above transformations result in the following MISOCP based reformulation of COHLP:
$\left[C O H L P_{M I S O C P}\right]:$

$$
\begin{align*}
& \max \sum_{i} \sum_{j} \hat{f}_{i}-\sum_{i}\left\{\sum_{j} \sum_{k \in H^{c}} \sum_{l \in H^{c}} u_{i j k l}^{c} \hat{f}_{i} Q_{i j}+\sum_{j}\left(\hat{f}_{i}-f_{i j}\right) V_{i j}\right\}  \tag{28}\\
& \text { s.t. }(4)-(7),(9),(16),(26)-(27)
\end{align*}
$$

In $C O H L P_{M I S O C P}$, similar to $C O H L P_{M I L P(\mathbb{G})}$, we have used $w_{k l}$ as continuous variables (9) instead of binary (8), which obviates any branching on the $w_{k l}$ variables in the branch-and-bound tree. COH LP $P_{\text {MISOCP }}$ has $3 N^{2}$ additional variables and $5 N^{2}$ additional constraints, out of which $2 N^{2}$ are SOC constraints. The program can be solved directly by CPLEX using either of the two parameter settings; miqcpstrat 1 and miqcpstrat 2. In miqcpstrat 1, it uses an SOCP based branch-and-bound algorithm, wherein at each node, the continuous relaxation is solved using an interior point algorithm specifically designed for SOCPs. In miqcpstrat 2, CPLEX uses outer approximation of the MISOCP, which produces an LP at each node of the branch-and-bound tree. In our numerical experiments, reported in Section 5, we use the default setting of CPLEX, which is miqcpstrat 0 to allow CPLEX to choose the best strategy, depending on the problem structure.

### 4.3 Lagrangian Relaxation with CPA

Lagrangian relaxation (LR) is a popular technique that has been used to solve a wide variety of integer/ mixed integer linear and non-linear programs (Narula et al., 1977; Mirchandani et al., 1985; Aykin, 1994; Pirkul and Schilling, 1998, 1991). In this section, we apply LR to $C O H L P$. The challenge with LR method is to correctly identify the constraints to be relaxed. For this particular work, we relax (4) and (5) using $\alpha_{k l}$ and $\beta_{k l}$ as their respective Lagrange multipliers, which produces the following Lagrangian sub-problem:
$\left[C O H L P_{S U B}\right]:$

$$
\begin{align*}
\theta_{S U B}(\alpha, \beta)=\max & \sum_{i} \sum_{j} f_{i j} \frac{\sum_{k \in H^{e}} \sum_{l \in H^{e}} w_{k l} u_{i j k l}^{e}}{\sum_{k \in H^{e}} \sum_{l \in H^{e}} w_{k l} u_{i j k l}^{e}+\sum_{k \in H^{c}} \sum_{l \in H^{c}} u_{i j k l}^{c}}+\sum_{k \in H^{e}} \sum_{l \in H^{e}} \alpha_{k l}\left(y_{k}-w_{k l}\right) \\
& +\sum_{k \in H^{e}} \sum_{l \in H^{e}} \beta_{k l}\left(y_{l}-w_{k l}\right)  \tag{29}\\
\text { s.t. } & (6)-(8) \\
& \alpha_{k l}, \beta_{k l} \in[0, \infty] \tag{30}
\end{align*}
$$

For a given set of $(\alpha, \beta)$, the Lagrangian sub-problem provides an upper bound (UB) to COHLP . The tightest (smallest) UB is obtained by solving the following Lagrangian dual problem:

$$
\begin{equation*}
\min _{\alpha \geqslant 0, \beta \geqslant 0} \theta_{S U B}(\alpha, \beta) \tag{31}
\end{equation*}
$$

(31) is non-linear optimization problem, which is popularly solved using the sub-gradient algorithm (Held et al., 1974; Fisher, 1981) as elaborated in Algorithm (4). A feasible solution to COHLP can be obtained by turning the (infeasible) solution obtained from Lagrangian sub-problem into a feasible solution, which provides a lower bound (LB) to COHLP. The best feasible solution (maximum of the known LBs ) is reported, and the relative optimality gap is calculated at every iteration as 1-(LB/UB), which is used as a termination criterion for the sub-gradient algorithm.

For a given set of Lagrange multipliers ( $\alpha, \beta$ ), the sub-problem (31) decomposes into the following two independent sub-problems, with one involving only $y_{k}$ variables, while the other involving only $w_{k l}$ variables.

$$
\begin{align*}
& {\left[S U B_{1}\right]: } \\
& \theta_{S U B 1}=\max \sum_{k} \sum_{l}\left(\alpha_{k l} y_{k}+\beta_{k l} y_{l}\right)  \tag{32}\\
& \text { s.t. } \sum_{k \in H^{e}} y_{k}=p \\
& y_{k} \in\{0,1\} \\
& {\left[S U B_{2}\right]: } \\
& \theta_{S U B 2}=\max \sum_{i} \sum_{j} f_{i j} \frac{\sum_{k \in H^{e}} \sum_{l \in H^{e}} w_{k l} u_{i j k l}^{e}}{\sum_{k \in H^{e}} \sum_{l \in H^{e}} w_{k l} u_{i j k l}^{e}+\sum_{k \in H^{c}} \sum_{l \in H^{c}} u_{i j k l}^{c}}-\sum_{k} \sum_{l}\left\{\alpha_{k l}+\beta_{k l}\right\} w_{k l}  \tag{33}\\
& \text { s.t. } \text { (8) }
\end{align*}
$$

$S U B_{1}$ can be solved optimally for a given set of $(\alpha, \beta)$ by locating p hubs with the maximum contribution to objective function (32). The steps of the method to solve $S U B_{1}$ are summarized in Algorithm (2)

```
Algorithm 2 Optimal Solution for \(S U B_{1}\)
    Define an ordered set \(\mathrm{S}=\left\{i: \zeta_{i} \geqslant \zeta_{i+1}, \zeta_{i} \in\left\{\alpha_{k l}, \beta_{k l}: k, l \in H^{e}\right\}\right\}\). Let \(S_{j}\) denote an element in \(S\),
    \(j \in 1, \ldots,|S|\).
    Set \(y_{j}=1 \forall j=S_{1}, \ldots, S_{p} ; y_{j}=0 \forall j=S_{p+1}, \ldots, S_{|S|}\)
```

$S U B_{2}$ is an unconstrained non-linear binary program, which can be solved using Kelly's cutting plane approach, as explained in Section (4.1). The linear approximation of $S U B_{2}$, which is solved at every iteration in Kelly's cutting plane method, is provided below as $S U B_{2}^{\prime}$. However, we introduce the following modifications in $S U B_{2}^{\prime}$ to solve it more efficiently. First, (8) can be replaced by (9), although this may not guarantee binary values for $w_{k l}$ variables, and therefore, may result in a relatively weaker Lagrangian UB. Nonetheless, we still prefer to use (9) since it makes $S U B_{2}^{\prime}$ a linear program (LP). Second, we add $\sum_{k \in H^{e}} \sum_{l \in H^{e}} w_{k l}=p^{2}$ to $S U B_{2}^{\prime}$, which is redundant to COHLP, but helps to
strengthen the Lagrangian UB.

$$
\begin{align*}
& {\left[S U B_{2}^{\prime}\right]: } \\
& \theta_{S U B_{2}^{\prime}}=\max \sum_{i} \sum_{j} f_{i j} Z_{i j}^{\prime}-\sum_{k} \sum_{l}\left\{\alpha_{k l}+\beta_{k l}\right\} w_{k l}  \tag{34}\\
& \text { s.t. } \sum_{k \in H^{e}} \sum_{l \in H^{e}} w_{k l}=p^{2}  \tag{35}\\
&(9),(11),(13)-(14)
\end{align*}
$$

We now state the following two propositions, which are used in the development of the complete sub-gradient algorithm.

Proposition 1. For any given set of $\left(\alpha^{q}, \beta^{q}\right)$, (36) provides an UB on the optimal objective function value of COHLP, where $\left(y_{k}^{q}\right),\left(w_{k l}^{q}, Z_{i j}^{\prime q}\right)$ are the optimal solutions to $S U B_{1}$ and $S U B_{2}^{\prime}$ with the objective function values $\theta_{S U B_{1}}^{q}$ and $\theta_{S U B_{2}^{\prime}}^{q}$, respectively.

$$
\begin{equation*}
U B^{q}=\theta_{S U B_{1}}^{q}+\theta_{S U B_{2}^{\prime}}^{q}=\sum_{k} \sum_{l}\left(\alpha_{k l}^{q} y_{k}^{q}+\beta_{k l}^{q} y_{l}^{q}\right)+\sum_{i} \sum_{j} f_{i j} Z_{i j}^{q}-\sum_{k} \sum_{l}\left\{\alpha_{k l}^{q}+\beta_{k l}^{q}\right\} w_{k l}^{q} \tag{36}
\end{equation*}
$$

Proof. Since $C O H L P_{S U B}$ is a Lagrangian relaxation of the full problem COHLP, the objective function value of $C O H L P_{S U B}$, given by $\theta_{S U B}$, provides an UB on the optimal objective function value of COHLP.

Proposition 2. For any given set of $\left(\alpha^{q}, \beta^{q}\right)$, (37) provides a LB to the optimal objective function value of COHLP, where $\left(y_{k}^{q}\right)$ is an optimal solution to $S U B_{1}$.

$$
\begin{equation*}
L B^{q}=\theta\left(y^{q}, y_{k}^{q} y_{l}^{q}\right)=\sum_{i, j \in N} f_{i j} \frac{\sum_{k, l \in H^{e}} y_{l}^{q} y_{l}^{q} u_{i j k l}^{c}}{\sum_{k, l \in H^{e} y_{l}^{q} y_{l}^{q} u_{i j k l}+\sum_{k, l \in H^{c}} u_{i j k l}^{c}}} \tag{37}
\end{equation*}
$$

Proof. If $\left(y_{k}^{q}\right)$ is an optimal solution to $S U B_{1}$, then $\left(y_{k}^{q}, w_{k l}^{q}\right)$, where $w_{k l}^{q}=y_{l}^{q} y_{l}^{q}$, is a feasible solution to COHLP (since it satisfies constraints (4)-(5), which were relaxed in the Langrangian relaxation) as also illustrated in Algorithm 3. Hence, the objective function of $C O H L P$ evaluated at $\left(y_{k}^{q}, y_{k}^{q} y_{l}^{q}\right)$, given by (37), provides a LB on the optimal objective of $C O H L P$.

A good, but not necessarily optimal, set of Lagrange multipliers to $C O H L P$ is obtained using the standard sub-gradient optimization, as summarized in Algorithm 4. At each iteration, the algorithm also produces a feasible solution, the best among which is reported as the final solution once the algorithm terminates, which happens either on reaching the specified maximum time limit $(M)$ or upon reaching an optimality gap of $\epsilon$.

```
Algorithm 3 Feasible
    Set \(y_{k}\) using optimal \(y\) from Algorithm (2) \(\forall k\).
    Set \(w_{k l}=y_{k} * y_{l} \quad \forall k, l\).
```

```
Algorithm 4 Sub-Gradient Optimisation Algorithm
    \(q \leftarrow 1, \alpha^{q} \leftarrow 0, \beta^{q} \leftarrow 0, U B^{q} \leftarrow \infty, L B^{q} \leftarrow-\infty, U B \leftarrow U B^{q}\) and \(L B \leftarrow L B^{q}, t^{q} \leftarrow 0\).
    Initialise \(\Delta\) (the step-size multiplier), \(N_{I}\) (maximum iterations with no improvement in UB), \(\epsilon\)
    (optimality gap), \(M\) (maximum CPU time limit).
    do
        Solve \(S U B_{1}, S U B_{2}\), and obtain \(U B^{q}, L B^{q}\) from (36), (37), respectively.
        \(U B \leftarrow U B^{q}, L B \leftarrow \max \left\{L B, L B^{q}\right\}\).
        \(\left(y^{*}, w^{*}\right) \leftarrow \arg \max _{y, w}\{L B\}\) and \(\left(\alpha^{*}, \beta^{*}\right)\) be the corresponding lagrange multipliers.
        Find a feasible solution using Algorithm (3).
        Adjust the multipliers as :
```

$$
\begin{aligned}
& \alpha_{k l}^{q+1} \leftarrow \alpha_{k l}^{q}+t^{q}\left(y_{k}^{q}-w_{k l}^{q}\right) \quad \forall k, l \\
& \beta_{k l}^{q+1} \leftarrow \beta_{k l}^{q}+t^{q}\left(y_{l}^{q}-w_{k l}^{q}\right) \quad \forall k, l \\
& \text { where, } t^{q+1} \leftarrow \Delta\left\{\frac{U B-L B}{\sum_{k} \sum_{l}\left\{\left(y_{k}^{q}-w_{k l}^{q}\right)^{2}+\left(y_{l}^{q}-w_{k l}^{q}\right)^{2}\right\}}\right\} .
\end{aligned}
$$

        If no improvement in UB in \(N_{I}\) consecutive iterations, \(\Delta \leftarrow \Delta / 2\) and \((\alpha, \beta) \leftarrow\left(\alpha^{*}, \beta^{*}\right)\)
        \(q \leftarrow q+1\).
    while \(\left(1-L B^{q} / U B^{q} \leqslant \epsilon \vee\right.\) CPU Time \(\left.\leqslant M\right)\)
    
### 4.4 Lagrangian relaxation with SOCP

In this section, like in Section 4.3, we use the sub-gradient algorithm (refer to Algorithm 4) to solve $C O H L P$. However, the UB to $C O H L P$ is computed by solving $S U B_{2}$ in a different way, as opposed to using CPA. For this, we exploit the fact that $S U B_{2}$, given by (33), can be reformulated as the following MISCOP, using the transformations (15), (16) and (17) from Section 4.2. We also include (35), which we used in $S U B_{2}^{\prime}$ in Section 4.3, to obtain a tighter Lagrangian UB.

$$
\begin{array}{ll}
{\left[S U B_{2}^{\prime \prime}\right]:} \\
\theta_{S U B_{2}}^{\prime \prime}=\max \sum_{i} \sum_{j} \hat{f}_{i}-\sum_{i}\left\{\sum_{j} \sum_{k} \sum_{l} u_{i j k l}^{c} \hat{f}_{i} Q_{i j}+\sum_{j}\left(\hat{f}_{i}-f_{i j}\right) V_{i j}\right\}-\sum_{k} \sum_{l} & \left\{\alpha_{k l}+\beta_{k l}\right\} w_{k l}  \tag{38}\\
\text { s.t. } r_{i j}=\sum_{k \in H^{e}} \sum_{l \in H^{e}} u_{i j k l}^{e} w_{k l}+\sum_{k \in H^{c}} \sum_{l \in H^{c}} u_{i j k l}^{c} & \forall i, j \in N \\
\left(V_{i j}+r_{i j}\right)^{2} \geqslant 2 \sum_{k \in H^{e}} \sum_{l \in H^{e}} u_{i j k l}^{e} w_{k l}^{2}+V_{i j}^{2}+r_{i j}^{2} & \forall i, j \in N \\
\left(Q_{i j}+r_{i j}\right)^{2} \geqslant 2+Q_{i j}^{2}+r_{i j}^{2} & \forall i, j \in N \\
\sum_{k \in H^{e}} \sum_{l \in H^{e}} w_{k l}=p^{2} & \\
w_{k l} \in[0,1] & \forall k, l \in H^{e} \\
Q_{i j}, V_{i j}, r_{i j} \geqslant 0 & \forall i, j \in N
\end{array}
$$

The above model is an SOCP, which has a polynomial time complexity, and hence can be solved efficiently using off-the-shelf solvers (Andersen et al., 2003; Monteiro and Tsuchiya, 2000) . It is worth noting that in $C O H L P(3)-(8), w_{k l}$ is binary. One could have chosen to retain $w_{k l}$ as binary variables
in $S U B{ }^{\prime \prime}{ }_{2}$, which would have produced a tighter Lagrangian UB. However, this would have resulted in an MISOCP model for $S U B{ }^{\prime \prime}{ }_{2}$, which is not polynomial time solvable.

With the above transformation, $C O H L P$ can be solved using a sub-gradient algorithm, similar to Algorithm 4, with the exception that $S U B_{2}$ is solved as an SOCP $\left(S U B_{2}^{\prime \prime}\right)$. The lower and upper bounds ( $L B^{q}$ and $U B^{q}$ ) are updated accordingly.

## 5 Numerical Experiments

We first describe in Section 5.1 the relevant data used in our experiments, followed by a discussion of our results in Section 5.2.

### 5.1 Data Generation

All our computational experiments are based on the following two popular data sets from the HLP literature: Civil Aeronautics Board (CAB) and Australian Post (AP) data-set. The CAB data-set introduced by O'kelly (1987) consists of data on passenger flow volumes and distances among 25 US cities. The AP data-set, introduced by Ernst and Krishnamoorthy (1996), consists of nodes representing district postcodes, along with their coordinates and mail flow volumes. In the context of competitive HLP, the AP data-set has been used by Eiselt and Marianov (2009); Marianov et al. (1999), which are the closest to our work. However, there is no information available on computation of customers' utility in either of the data-sets, and hence we provide below the scheme used in this paper to generate them.

In all our experiments, we assume there is only one incumbent player, denoted by $c$, operating with a set of hubs in the network, and the entrant, denoted by $e$, intends to capture a part of its market by locating its own set of $p$ hubs. As discussed in Section 3, the share of the market captured by the entrant is given by (1), wherein the customer utility appearing in (1) are given by (2). The parameters used in (2) are set as follows: $\beta=1, \delta=1, \gamma=0.75$, and $A_{k l}^{a}=1.25 \forall k, l: l=k, a \in\{c, e\} ; 1$ otherwise. The attractiveness index $A_{k l}^{a} \forall a \in\{c, e\}$ is set $25 \%$ higher when $l=k$ to capture the fact that single hub routes are more attractive to customers than multiple hub routes. We assume that the the travel time for the same route $(i \rightarrow k \rightarrow l \rightarrow j)$ is the same for both the airlines, which is computed as $T_{i j k l}^{a}=T_{i k}^{a}+T_{k l}^{a}+T_{l j}^{a} \forall a \in\{c, e\}$. The travel time (in minutes) between any two cities $i$ and $k$ is given by $30+0.12 d_{i k}$, where $d_{i k}$ is the distance (in miles) between the cities $i$ and $k$, and 30 is an approximation for the layover time (in minutes) at the two cities (Grove and O'Kelly, 1986). The transportation cost per unit volume is also assumed to be the same for a given route ( $i \rightarrow k \rightarrow l \rightarrow j$ ), which is computed as $B_{i j k l}^{a}=\chi T_{i k}^{a}+\alpha T_{k l}^{a}+\eta T_{l j}^{a} \forall a \in\{c, e\}$, where $\chi$ and $\eta$ are the transportation costs per unit volume on the collection and distribution legs, respectively. All the parameter values used in our experiments are summarized in Table 2. All the experiments are run on a personal computer

Table 2: Parameters

|  | Common Parameters |  |  | Entrant's Parameters |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| N | p | $\alpha$ | $\gamma$ | $\beta$ | $\delta$ | $A^{a}$ |  |
| $\{10,15,20,25\}$ | $\{2,3,4\}$ | $\{.1, .2, .3, .4, .5, .6, .7, .8, .9,1\}$ | .75 | 1 | 1 | 1 |  |

with $2.20 \mathrm{GHz} \operatorname{Intel}(\mathrm{R}) \operatorname{Xenon}(\mathrm{R}) \mathrm{E} 5-2630 \mathrm{CPU}$ and 64 GB RAM. The four solution methods, as
described in Section 4, are coded in C++, and ILOG CPLEX 12.7.1 is used as the default solver. The optimality $\operatorname{gap}(U B-L B) / L B$ for all the iterative algorithms is set at $\epsilon=.01$, and the maximum CPU time limit ( $M$ ) of 4 hours is used for each instance. For MISOCP in Section 4.2, we use the default value of 0 for the CPLEX parameter miqcpstrat, as discussed earlier in Section 4.2. For the Lagrangian based methods (LR-CPA and LR-SOCP), the parameters in the sub-gradient algorithm are initialized as: $\Delta=6$ and $N_{I}=50$.

### 5.2 Results and Analysis

Tables 3 and 4 present the computational performances (in terms of CPU time) of the four alternate solution approaches corresponding to different combinations of $|N|, p, \alpha$ for the CAB and AP datasets, respectively. In each of these tables, the column "CPU Time" reports the time required to reach the final solution, while the column "Gap\%" reports the optimality gap (in \%) at algorithm termination. For the iterative methods (CPA, LR-CPA, LR-SOCP), the termination criterion used is: $1 \%$ optimality gap or 4 hours of CPU time. For MISOCP, which is directly solved using the CPLEX solver, we use the default termination criteria of CPLEX or 4 hours of CPU time.

As obvious from Table 3, for all the instances that CPA could solve, it was consistently the worst in terms of CPU time. There are other instances, particularly for $|N| \geqslant 15$, for which CPA runs out of memory, which are indicated using ${ }^{* *}$. For smaller instances, especially with $|N|=10,15$, MISOCP outperforms all the other methods. For $|N| \geqslant 20$, it performs well for few instances, but consistently goes out of memory for most of the other instances. On the other hand, the Lagrangian relaxation based extensions, i.e., LR-CPA and LR-SOCP are able to solve all the instances within $1 \%$ optimality gap. Between LR-CPA and LR-SOCP, the latter consistently outperforms the former in terms of CPU time. Therefore, for larger instances, LR-SOCP turns out to be the best, and for smaller instances, the CPU time required by it is comparable to the best performing method (MISOCP). The above observations are also true for the AP dataset, the results for which are provided in Table 4. Interestingly, while LR-SOCP outperforms all the other method on larger instances, it also performs the best on certain smaller instances. Also, the computational performances (in terms of CPU time) of the three iterative solution approaches; namely CPA, LR-CPA, LR-SOCP to reach optimality gaps of $5 \%, 2 \%, 1 \%$ are presented in the Appendix (refer Table 6, 7).

To further tease out the difference in the performances of the four different methods, we show their performance profiles (Dolan and Moré, 2002) through Figures 1a-1b. For this, let $t_{p, s}$ be the CPU time taken to solve the instance $p \in P$ using method $s \in S$. Then, performance ratio $r_{p, s}$ is calculated as:

$$
r_{p . s}=\frac{t_{p, s}}{\min _{s \in S} t_{p, s}}
$$

Treating $r_{p, s}$ as a random variable, a performance profile $\rho_{s}(\tau)=P\left(r_{p, s} \leqslant 2^{\tau}\right)$ gives its cumulative probability distribution. In other words, it gives the probability with which the CPU time taken by a given approach $s$ does not exceed $2^{\tau}$ times the CPU time required by the best among all the approaches under study. Specifically, the intercept on the y-axis for a given approach $s$ gives the proportion of instances for which it is the best. As clear from Figure 1a, LR-SOCP is the best for $45 \%$ of the $30 \times 4$ instances in CAB dataset and from Figure 1b that LR-SOCP is the best for $54 \%$ of the $30 \times 4$ instances in AP dataset. Further, LR-SOCP is able to solve $100 \%$ of the instances at $\tau=.85$ for CAB dataset and at $\tau=.5$ for AP dataset, whereas CPA is able to solve only $47.5 \%$ of the $30 \times 4$ instances in both CAB and AP datasets even at $\tau=4$.


Figure 1: Performance Profile of proposed exact solution methods for CAB and AP dataset

### 5.3 Further Refinement

As witnessed in the previous section, LR-SOCP is the best performing method for most of the test instances. In this section, we explore the possibility of further improving upon this method. For this, recall from Algorithm 4 that LR-SOCP requires solving $S U B_{1}$ and $S U B_{2}^{\prime \prime}$ to compute an UB, while it uses the solution only from $S U B_{1}$ to compute an LB, at each iteration of the sub-gradient algorithm. Further, an UB is useful only to the extent of identifying when to terminate the algorithm. Hence, computing an UB, which requires solving an expensive $S U B_{2}^{\prime \prime}$, at every iteration of the sub-gradient algorithm can be avoided. We exploit this idea to further improve upon the computational efficiency of LR-SOCP by solving $S U B_{2}^{\prime \prime}$ only after a fixed number, say $\psi$, of iterations of the sub-gradient algorithm. The drawback of this proposal is that it misses the UBs from the intermediate iterations, one of which could have terminated the algorithm. As a result of this, the modified algorithm may take more iterations to terminate, which may offset the computational savings from avoiding solving $S U B_{2}^{\prime \prime}$. Hence, the value of $\psi$ needs to be carefully chosen. Our limited experiments suggested $\psi=50$ to be a good choice.

The results obtained with the above proposed refinement are reported in Table 5, where we show a comparison between the computational performances of MISOCP, LR-SOCP (original), and LRSOCP* (with refinement) for CAB data-set. Clearly, with this refinement, the computational time further improves, and LR-SCOP* consistently outperforms all the other methods across all the test instances, including those for which LR-SOCP was outperformed by MISOCP.

## 6 Conclusions and Directions for Future Research

In this paper, we studied a competitive hub location problem ( $C O H L P$ ), wherein an entrant is making a strategic decision of locating its hubs in a market with already existing competing players. The entrant tries to maximize its market share, which is a function of the utility that customers get from using its services. The resulting problem is an NLIP, which is computationally intractable for off-the-shelf solvers. Hence, papers that have studied similar problems (Marianov et al., 1999; Eiselt and Marianov, 2009) have resorted to metaheuristics. In this paper, we proposed four alternate solution

Table 3: Comparison of computational performance for all solution approaches (CAB dataset)


Table 4: Comparison of computational performance for all solution approaches (AP dataset)


Table 5: Comparison of computational performance with modified LR-SOCP method (CAB dataset)

|  | CPU Time |  |  | Gap \% |  |  | CPU Time |  |  | Gap \% |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| p | MISOCP | LR-SOCP | LR-SOCP* | MISOCP | LR-SOCP | LR-SOCP* | MISOCP | LR-SOCP | LR-SOCP* | MISOCP | LR-SOCP | LR-SOCP* |
| $\mathrm{N}=10$ |  |  |  |  |  |  |  |  |  |  |  |  |
| $\alpha=.1 \quad \alpha=.2$ |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | 98.40 | 123.60 | 82.01 | 0.00 | 0.00 | 0.00 | 108.82 | 128.47 | 86.03 | 0.00 | 0.00 | 0.00 |
| 3 | 241.20 | 256.80 | 185.41 | 0.00 | 0.00 | 0.00 | 241.60 | 266.94 | 204.75 | 0.00 | 0.00 | 0.00 |
| 4 | 358.80 | 380.40 | 334.25 | 0.00 | 0.00 | 0.00 | 367.60 | 381.83 | 335.33 | 0.00 | 0.00 | 0.00 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | 109.81 | 129.54 | 96.30 | 0.00 | 0.00 | 0.00 | 116.91 | 138.82 | 103.40 | 0.00 | 0.00 | 0.00 |
| 3 | 242.86 | 271.29 | 238.28 | 0.00 | 0.00 | 0.00 | 245.64 | 281.53 | 237.11 | 0.00 | 0.00 | 0.00 |
| 4 | 375.59 | 387.61 | 340.89 | 0.00 | 0.00 | 0.00 | 380.82 | 387.71 | 340.58 | 0.00 | 0.00 | 0.00 |
| $\alpha=.5$ |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | 119.80 | 144.67 | 108.08 | 0.00 | 0.00 | 0.00 | 108.70 | 143.70 | 107.22 | 0.00 | 0.00 | 0.00 |
| 3 | 250.56 | 283.26 | 248.71 | 0.00 | 0.00 | 0.00 | 244.94 | 281.66 | 237.20 | 0.00 | 0.00 | 0.00 |
| 4 | 391.37 | 392.38 | 344.87 | 0.00 | 0.00 | 0.00 | 381.77 | 386.89 | 340.18 | 0.00 | 0.00 | 0.00 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | 96.82 | 142.70 | 91.82 | 0.00 | 0.00 | 0.00 | 93.88 | 142.05 | 77.33 | 0.00 | 0.00 | 0.00 |
| 3 | 237.69 | 277.65 | 214.02 | 0.00 | 0.00 | 0.00 | 237.36 | 274.03 | 230.32 | 0.00 | 0.00 | 0.00 |
| 4 | 375.43 | 383.81 | 337.39 | 0.00 | 0.00 | 0.00 | 374.70 | 380.89 | 334.50 | 0.00 | 0.00 | 0.00 |
| $\alpha=.9 \quad \alpha=1$ |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | 83.50 | 133.47 | 81.57 | 0.00 | 0.00 | 0.00 | 73.25 | 132.02 | 72.24 | 0.00 | 0.00 | 0.00 |
| 3 | 234.34 | 265.81 | 233.45 | 0.00 | 0.00 | 0.00 | 222.93 | 261.99 | 220.50 | 0.00 | 0.00 | 0.00 |
| 4 | 364.13 | 373.71 | 328.08 | 0.00 | 0.00 | 0.00 | 360.53 | 372.73 | 327.06 | 0.00 | 0.00 | 0.00 |
| $\mathrm{N}=15$ |  |  |  |  |  |  |  |  |  |  |  |  |
| $\alpha=.1 \quad \alpha=$ |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | 1057.74 | 1124.04 | 989.11 | 0.00 | 0.00 | 0.00 | 1060.81 | 1131.62 | 995.75 | 0.00 | 0.00 | 0.00 |
| 3 | 1266.84 | 1455.54 | 1180.21 | 0.00 | 0.00 | 0.00 | 1273.75 | 1463.24 | 1287.50 | 0.00 | 0.00 | 0.00 |
| 4 | 2138.94 | 2869.26 | 2024.21 | 0.00 | 0.00 | 0.00 | 2148.03 | 2875.33 | 2530.23 | 0.00 | 0.00 | 0.00 |
| $\alpha=.3 \quad \alpha=.4$ |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | 1060.99 | 1133.79 | 997.64 | 0.00 | 0.00 | 0.00 | 1065.20 | 1134.25 | 997.53 | 0.00 | 0.00 | 0.00 |
| 3 | 1277.88 | 1469.22 | 1262.38 | 0.00 | 0.00 | 0.00 | 1282.45 | 1476.95 | 1278.84 | 0.00 | 0.00 | 0.00 |
| 4 | 2156.37 | 2875.91 | 2030.29 | 0.00 | 0.00 | 0.00 | 2162.27 | 2879.45 | 2133.20 | 0.00 | 0.00 | 0.00 |
| $\alpha=.5 \quad \alpha=.6$ |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | 1070.10 | 1139.36 | 1002.38 | 0.00 | 0.00 | 0.00 | 1064.96 | 1131.84 | 995.57 | 0.00 | 0.00 | 0.00 |
| 3 | 1292.32 | 1486.02 | 1286.74 | 0.00 | 0.00 | 0.00 | 1282.73 | 1482.60 | 1263.80 | 0.00 | 0.00 | 0.00 |
| 4 | 2172.13 | 2881.75 | 2035.82 | 0.00 | 0.00 | 0.00 | 2168.41 | 2872.54 | 2127.27 | 0.00 | 0.00 | 0.00 |
| $\alpha=.7 \quad \alpha=.8$ |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | 1062.55 | 1122.18 | 987.16 | 0.00 | 0.00 | 0.00 | 1060.01 | 1117.67 | 982.96 | 0.00 | 0.00 | 0.00 |
| 3 | 1280.49 | 1481.00 | 1278.29 | 0.00 | 0.00 | 0.00 | 1272.10 | 1472.99 | 1255.44 | 0.00 | 0.00 | 0.00 |
| 4 | 2162.41 | 2869.19 | 2124.07 | 0.00 | 0.00 | 0.00 | 2160.24 | 2865.93 | 2102.01 | 0.00 | 0.13 | 0.13 |
| $\alpha=.9 \quad \alpha=$ |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | 1059.42 | 1111.44 | 977.73 | 0.00 | 0.00 | 0.00 | 1052.24 | 1105.63 | 972.51 | 0.00 | 0.00 | 0.00 |
| 3 | 1270.28 | 1472.80 | 1265.77 | 0.00 | 0.00 | 0.00 | 1264.82 | 1471.32 | 1234.69 | 0.00 | 0.10 | 0.10 |
| 4 | 2152.16 | 2860.33 | 2106.22 | 0.00 | 0.54 | 0.56 | 2148.04 | 2860.07 | 2126.04 | 0.00 | 0.38 | 0.38 |
| $\mathrm{N}=20$ |  |  |  |  |  |  |  |  |  |  |  |  |
| $\alpha=.1 \quad \alpha=.2$ |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | 4962.30 | 5099.52 | 4486.71 | 0.00 | 0.00 | 0.00 | 4964.86 | 5102.58 | 4489.29 | 0.00 | 0.00 | 0.00 |
| 3 | 5265.24 | 5277.12 | 4643.58 | 0.00 | 0.22 | 0.11 | 5270.84 | 5282.76 | 4647.93 | 0.00 | 0.46 | 0.37 |
| 4 | 5305.02 | 5496.96 | 4836.98 | 0.00 | 0.88 | 0.71 | ** | 5505.88 | 4844.65 | 0.00 | 0.90 | 0.72 |
| $\alpha=.3 \quad \alpha=$ |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | 4968.30 | 5110.69 | 4496.98 | 0.00 | 0.00 | 0.00 | ** | 5112.93 | 4498.79 | 0.00 | 0.67 | 0.51 |
| 3 | ** | 5286.14 | 4650.84 | 0.00 | 0.74 | 0.41 | ** | 5289.02 | 4653.97 | 0.00 | 0.36 | 0.40 |
| 4 | ** | 5506.74 | 4845.77 | 0.00 | 0.45 | 0.31 | ** | 5516.05 | 4853.58 | 0.00 | 0.44 | 0.28 |
| $\alpha=.5 \quad \alpha=.6$ |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | ** | 5117.93 | 4503.21 | 0.00 | 0.54 | 0.47 | ** | 5116.91 | 4502.63 | 0.00 | 0.98 | 0.20 |
| 3 | ** | 5291.36 | 4656.12 | 0.00 | 0.74 | 0.71 | ** | 5284.49 | 4649.88 | 0.00 | 0.54 | 0.27 |
| 4 | ** | 5523.93 | 4861.00 | 0.00 | 0.93 | 0.65 | ** | 5515.32 | 4852.90 | 0.00 | 0.20 | 0.98 |
| $\alpha=.7$ 相 $\alpha=.8$ |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | ** | 5115.88 | 4501.00 | 0.00 | 0.75 | 0.61 | ** | 5113.13 | 4498.59 | 0.00 | 0.54 | 0.09 |
| 3 | ** | 5276.97 | 4643.19 | 0.00 | 0.42 | 0.39 | ** | 5272.00 | 4639.28 | 0.00 | 0.79 | 0.92 |
| 4 | ** | 5514.52 | 4852.49 | 0.00 | 0.06 | 0.27 | ** | 5510.01 | 4848.66 | 0.00 | 0.37 | 0.76 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | ** | 5110.39 | 4496.23 | 0.00 | 0.13 | 0.22 | ** | 5106.52 | 4493.01 | 0.00 | 0.44 | 0.44 |
| 3 | ** | 5266.14 | 4633.29 | 0.00 | 0.73 | 0.43 | ** | 5264.47 | 4632.13 | 0.00 | 0.43 | 0.28 |
| 4 | ** | 5501.67 | 4841.07 | 0.00 | 0.48 | 0.59 | ** | 5498.18 | 4837.95 | 0.00 | 0.14 | 0.99 |
| $\mathrm{N}=25$ |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | 9181.80 | 7433.28 | 6540.75 | 0.00 | 0.53 | 0.14 | ** | 7441.90 | 6548.05 | 0.00 | 0.11 | 0.23 |
| 3 | 10547.10 | 7515.84 | 6613.91 | 0.00 | 0.37 | 0.57 | ** | 7524.78 | 6620.97 | 0.00 | 0.65 | 0.69 |
| 4 | ** | 9814.08 | 7135.84 | 0.00 | 0.48 | 0.37 | ** | 9817.81 | 7038.91 | 0.00 | 0.97 | 0.27 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | ** | 7442.82 | 6549.45 | 0.00 | 0.38 | 0.77 | ** | 7452.03 | 6556.98 | 0.00 | 0.87 | 0.81 |
| 3 | ** | 7527.01 | 6622.93 | 0.00 | 0.30 | 0.50 | ** | 7534.32 | 6629.84 | 0.00 | 0.89 | 0.79 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | ** | 7453.63 | 6558.22 | 0.00 | 0.12 | 0.22 | ** | 7447.83 | 6553.78 | 0.00 | 0.56 | 0.57 |
| 3 | ** | 7542.03 | 6636.54 | 0.00 | 0.19 | 0.87 | ** | 7536.04 | 6630.72 | 0.00 | 0.34 | 0.91 |
| 4 | ** | 9841.30 | 7136.74 | 0.00 | 0.75 | 0.64 | ** | 9836.10 | 7040.30 | 0.00 | 0.37 | 0.29 |
|  |  |  |  |  |  |  |  |  |  |  |  |  |
| 2 | ** | 7444.49 | 6550.84 | 0.00 | 0.37 | 0.98 | ** | 7443.25 | 6549.33 | 0.00 | 0.01 | 0.47 |
| 3 | ** | 7531.64 | 6627.18 | 0.00 | 0.16 | 0.54 | ** | 7527.37 | 6623.13 | 0.00 | 0.65 | 0.61 |
| 4 | ** | 9834.78 | 7136.92 | 0.00 | 0.35 | 0.13 | ** | 9826.11 | 7040.60 | 0.00 | 0.67 | 0.85 |
|  |  |  | $\alpha=$ |  |  |  |  |  |  |  |  |  |
| 2 | ** | 7434.66 | 6541.74 | 0.00 | 0.51 | 0.87 | ** | 7425.66 | 6534.48 | 0.00 | 0.25 | 0.24 |
| 3 | ** | 7521.18 | 6618.32 | 0.00 | 0.66 | 0.95 | ** | 7519.01 | 6616.04 | 0.00 | 0.17 | 0.17 |
| 4 | ** | 9816.75 | 7137.91 | 0.00 | 0.34 | 0.43 | ** | 9807.41 | 7040.92 | 0.00 | 0.56 | 0.79 |

approaches, namely, CPA, MISOCP, LR-CPA, LR-SOCP. Besides proposing various reformulations for the problem, our primary contribution lied in using second order cone programming within Lagrangian relaxation to solve the problem efficiently. The LR-SOCP method along with its refinement, which relied on this idea, was able to solve all the problem instances within $1 \%$ optimality gap in less than 2 hours of CPU time.

There are several directions in which the current work can be extended. First, prompted by our success in the current study, we foresee the application of SOCP within Lagrangian relaxation in similar classes of problems, where non-linearity may arise due to competition, congestion, economies of scale, uncertainties, etc. Second, the problem studied in this paper does not take into account the response of the competing firms to the entrant's actions. One possible extension of COHLP could be to model it as a leader-follower game, wherein the entrant takes into account the follower's response while solving its problem.
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## Appendices

Table 6: Comparison of computation time for various optimality tolerance across approaches (CAB dataset)


Table 7: Comparison of computation time for various optimality tolerance (AP dataset)



[^0]:    The main objective of the Working Paper series of IIMA is to help faculty members, research staff, and doctoral students to speedily share their research findings with professional colleagues and to test out their research findings at the pre-publication stage.

