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Abstract

in this paper we show that a vector optimization problem with convex constraint
functions which satisfy a constraint qualification can be reduced to a vector
optimization problem with a single constraint, if the objective function satisfy a
certain generalization of quasi-concavity.



Vector Optimization With Multiple Constraints

by
Somdeb Lahiri
Indian Institute of Management
Ahmedabad - 380 015
India
e-mail : lahiri@iimahd.emnet.in

December 2000.

1. Introduction :- Microeconomic theory is largely concerned with solving
optimization problems related to resource allocation. Thus the theory of
optimization has found applications in microeconomics like nowhere else.

In solving optimization problems, one is lead to setting up the Lagrangean for
the problem and then setting the partial derivatives of the Lagrangean with
respect to the variables and the Lagrange muitipliers equal to zero. The first
order necessary conditions for constrained optimization are usually obtained
by applying the Implicit Function Theorem. However, if there is just one
binding constraint, it is easily established that to establish the first order
necessary conditions, one does not require the use of the Implicit Function
Theorem (see Lahiri [2000]). The proof of the Implicit Function Theorem when
compared to other theorems is advanced calculus, is far more complicated.
Thus, it would enhance ones understanding of the proof the necessary
conditions for constrained optimization, if the use of the Implicit Function
Theorem could be avoided. Hence, it would be welcome if an optimization
problem with multiple constraints could be reduced to an optimization problem
with a single constraint. Luenberger [1968] shows that such is indeed possible
if the objective function is quasi-concave, the constraints are convex and
satisfy a standard constraint qualification.

In this paper we extend this result to vector optimization problems. Such
problems naturally arise when we seek Pareto efficient allocations of
resources in welfare economics. The optimal solutions are usually found by
considering non-negative linear combinations of the objective functions of the
agents among whom resources are meant to be distributed. One could
alternatively reduce a vector optimization problem with multiple constraints to
a vector optimization problem with a single constraint and then proceed to
form the associated Lagrangean function of the reduced vector optimization
problem. This is precisely the motivation behind this paper.

2. The Mathematical Theory : Let X be a non-empty convex subset of ", u: X —
P* and g:X—D™ be continuous functions, where n, k and m are positive



integers. Let C be a non-empty open subset of " satisfying the following
properties :

. (i) xecl(C), yeC implies x+yeC,;

(ii) xeC, yeC implies zeC where Vie{1,...k} : zi = min{x, yi}.

Let D, = {xeP/x>0}, B.. = {xeP/x>0Vie{1,... k}} and R, = {xeR"/x > 0 Vie
{1,...k}.

Assumption : (1) u is continuous and C-guasi-concave i.e. V x,yeX and te[0,1]
2 u(ber(1-t)y) - (minfus(x), us(y)}, ..., minfu(x), uy)})ecl(C); ‘
(2) g is continuous and convex i.e. Vx,yeX and te[0,1].gi(tx+(1-t)y<tgi(x)+(1-
taly)vie{1,...m},

(3) g satisfies the following constraint qualification : there exists X eX such
that gi( x )<0vie{1,...,m}.

The triplet [u,g,C] is called a vector optimization problem. Say that x*eX
solves the vector optimization problem [u,g,C] if : (a) g(x*)<0 Vie{1,...,m}; (b)
there does not exist xeX with gi(x)<OVie(1,...,m} and u(x) - u(x*)eC.

Theorem :- Suppose x* solves the vector optimization [u,g,C]. Then there
exists non-negative real numbers A4,...,An Not all zero such that :

m
(a) i§17»igi(><") <0

m
(b) there does not exist xeX with = ;g;(x) < 0and u(x)-u(x*)eC.
i=1

Proof :- Let A = {zeR™/z>gi(x)Vie{1,.....m} and xeX} and B = {zep™/z;>
g(x)Vie{1,...,m}, xeX and u(x)-u(x*)eC}.

If B=¢, then there does not exist xeC with u(x)-u(x*)eC. Hence by taking A;=1,
ie{1,...,m} we manage to obtain a proof of the theorem.

Hence suppose B=¢. Since OcA, A=$. Since each g; is convex, so is A. Let
z,2'eB and te[0,1]. Thus there exists x,x’'eX with (a) z>gi(x)Vie{1,...,m}; (b)
Z2gi(X)Vie{l,....m}; (c) u(x)-u(x*)eC; (d) u(x')-u(x*)eC. Thus tz; + (1-t)z/>tgi(x)
+ (1-0)g(X)2ai(x+(1-t)X)Vie{1,...,m}. Further, u(tx+(1-t)x’) - (min{u4(x), u,(x’)},
..., min{u(x), ux’)})ecl(C),by C-quasi concavity of u. Since by hypothesis,
u(x)-u(x *)eC and u(x ‘)-u(x *)eC, property (ii) of C gives,(min{u,(x)-us(x*),
u(X)-us(x®)}, ... min{u(x)-u(Xx*),u(x’)-u(x*)}) e C. Hence, (min{u;(x),u:(x)}, ...
;,min{ux(x), u(x)})-u(x*)eC. Hence by property (1) of C,u(tx + (1-t)x')-u(x*)eC.
Thus tz+(1-t)z'eB. Thus B is convex. By hypothesis A~B=¢. Hence by the
separating hyperplane theorem due to Minkowski (see de la Fuente [2000]),
there exists Lep™{0} : VzeB and z2’eA : A z > AZ". Since zeB and z’ep™ with 2/
>z, Vie{l,.., m}implies 2 €B, we must have A; >0 Vie{1,...,m}. Since OcA :

m
Az>0VzeB. Sinceg(x")<0Vie1,.. ,m: Thgix*)<0. Towards a
i=1

m
contradiction suppose there exists xeX with £ 1,gj(x) <0 and u(x)-u(x*)eC.
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Let X' = x + t(x-x) where gi(X) < 0 Vie {1,....m} and let te(0,1). Since X is
convex, X'eX. Further ¥ 2,g,(x)<> A,g,(x)+> 14 [g, () - g(x)]
1=1 1= 1=1

=(1-t) rgkigi(x) + gxigi(i) < 0 since A epT\{0} and gi(X )<0 Vie{1,...,m}. By
i=1 i=1

the continuity of u, for t sufficiently close to zero ( : but greater than zero) u(x)

- u(x*)eC. This is true since C is open in *, u(x)-u(x*)eC and t|im u(x') -u(x*)
—>w®

m
= u(x) -u(x*). Thus g(x)eB with 5 A;g;(x!) <0, contradicting Az=0 VzeB.
i=1

This proves the theorem.
Q.E.D.

A function f:X- is said to be quasi-concave if it is R.. - quasi-concave.
Corollary 1 (Luenberger [1968]): Suppose x* solves the (vector) optimization
problem [u,g,R..]. Then there exists non-negative real numbers A4,...,An, Not all
zero such that x* solves the following problem:

u(x) = max

m
st. £A4gi(x) <0, xeX.
i=1

Corollary 2 : Suppose x* solves the vector optimization problem [u,g,R"-].
Then there exists non-negative real numbers A4,...,Am not all zero such

m
(a) i§1ligi(X*) <

m
(b) there does not exist xe X with ‘z Xigitx) <0and pg(x)>u1(x*)‘v’je{1 v K}
=1 ‘ B

Economic Applications :- This sect|on is an adaptation of similar examples in
Luenberger [1995].

Example 1 :- Suppose that the preferences of a consumer is described by a
multi objective utility function u : R", -, where l2"+ is tHe skt of all possible
consumption bundles of n—commodmes and the coﬁsumer evaluates each
consumptlon bundle by a set of k-criteria. Let pi > 6 be the market price of the
i™ commodity and let w >0 be his/her disposable income. in addition suppose
that the consumer has been issued a number of ration points that may be
used along with money for the purchase of commodities. Suppose d>0 is the
total number of ration points available with the consumer and let v; > 0, be the
point value assigned to the i" commodity. Hence the constrained set faced by
the consumer is given by

n n
S px, <wy vx <dxel,
=1 i=}




The objective of the consumer is to choose x* eP", which satisfies the two
inequalities such that there is no other x satisfying the constraints and yields
u(x)>ui(x*) v ie{1,... k}.

Example 2 : Enjoyment of some commodities (or activities) require time. Thus
if in Example 1, we interpret d>0 as the total time available for consumption
and v;> 0 as the time required to consume one unit of the i™ commodity, then
the problem transforms itself into one where time is a constraint and has to be
allocated among the different commodities during consumption. Here we are
assuming that no two different commodities can be consumed simultaneously.
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